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Motivation - introduction

[ What is Sentiment Analysis?
[  Atypical scenario: classify user reviews into positive / negative / neutral

SENTIMENT ANALYSIS

POSITIVE NEUTRAL NEGATIVE
"Great service for an affordable "Just booked two nights "Horrible services. The room
price. at this hotel." was dirty and unpleasant.
We will definitely be booking again." Not worth the money."

https://www.expressanalytics.com/blog/social-media-sentiment-analysis/ 5




Motivation - definition
A What is Sentiment Analysis (SA)?

Sentiment analysis, also called opinion mining, is the field of study that analyzes
people’s opinions, sentiments, appraisals, attitudes, and emotions toward entities
and their attributes expressed in written text.

Sentiment Analysis - Mining Opinions, Sentiments, and Emotions.

A Analyze various subjective expressions of humans
@ “Sentiment analysis” is used as a big umbrella term for many related concepts - opinion
mining, affective computing, emotion analysis, subjectivity analysis...



Motivation - SAresearch

A Sentiment analysis (SA) research
A SA has received lots of attention since its early appearance and remained an active
research area in the field of NLP nowadays

(A  Opinions are key influencers of our behaviors. Our beliefs and perceptions of reality are very
much conditioned on how others see the world.
A Comprises a broad spectrum of tasks
d  sentiment classification
(d  aspect-based sentiment analysis
[  multifaceted analysis of subjective texts

A Newer research on SA
A Chatbots: understand user feelings/emotions and respond empathetically.
A AGI (Artificial General Intelligence): An Al agent needs a good grasp of human
subjective feelings and emotions in order to work with humans



Motivation - tasks

[  Sentiment classification

[ identify the sentiment polarity / orientation.

[ E.g., whether a review expresses a positive or negative opinion.
[  Aspect-based sentiment analysis

A analyze sentiment & opinions at more fine-grained aspect-level.

d E.g.,”l like the picture quality”

[ aspect: “picture quality”; sentiment: positive.

A Multifaceted analysis of subjective texts / affective computing

[  focus on specific sentiment or opinion phenomena



Motivation - applictions

[  Sentiment analysis applications
A customer review analysis in E-commerce
brand monitoring for service/product provider
social media monitoring
public opinion analysis
financial market analysis for investment advice
social sciences, e.g., political science and even history

I Iy Wy W Wy W

A Sentiment analysis applications have spread to almost every possible domain!
A Probably every text analytics system in the market or in big companies has a sentiment
analysis component.



Motivation -neural language models
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Motivation -improvements brought by neural networks
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Beneath the Tip of the Iceberg: Current Challenges and New Directions in Sentiment Analysis Research 1



Motivation -improvements brought by neural networks
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About this tutorial

[  What we will cover
A a wide spectrum of sentiment analysis problems
A the evolution of methods for these problems
[ revisit SA problems in the era of LLMs
A performance comparison between large and small models
A best practice (based on current observations) for different SA tasks

A What we won't cover
A an exhaustive list of all SA tasks
[ “traditional” SA methods: lexicon-based, rule-based, ML-based, (most) DL-based
A detailed introduction of PLMs and LLMs

13
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A Survey on Aspect-Based Sentiment Analysis:
Tasks, Methods, and Challenges

Wenxuan Zhang, Xin Li, Yang Deng, Lidong Bing, and Wai Lam

Abstract—As an important fine-grained sentiment analysis problem, aspect-based sentiment analysis (ABSA), aiming to analyze and
understand people’s opinions at the aspect level, has been attracting considerable interest in the last decade. To handle ABSA in
different scenarios, various tasks have been introduced for analyzing different sentiment elements and their relations, including the
aspect term, aspect category, opinion term, and sentiment polarity. Unlike early ABSA works focusing on a single sentiment element,
many compound ABSA tasks involving multiple elements have been studied in recent years for capturing more complete aspect-level
sentiment information. However, a systematic review of various ABSA tasks and their corresponding solutions is still lacking, which we
aim to fill in this survey. More specifically, we provide a new taxonomy for ABSA which organizes existing studies from the axes of
concerned sentiment elements, with an emphasis on recent advances of compound ABSA tasks. From the perspective of solutions, we
summarize the utilization of pre-trained language models for ABSA, which improved the performance of ABSA to a new stage. Besides,
techniques for building more practical ABSA systems in cross-domain/lingual scenarios are discussed. Finally, we review some
emerging topics and discuss some open challenges to outlook potential future directions of ABSA.

This part is mainly based on our recent survey paper: A Survey on Aspect-Based Sentiment Analysis: Tasks, Methods, and Challenges (TKDE 2023)



Sentiment Classification

[  Conventional SA studies are usually conducted at the document or sentence level

“The pizza is delicious.” —> positive

16



Sentiment Classification

[  Conventional SA studies are usually conducted at the document or sentence level

A Aims to classify an opinion text as expressing a positive or a negative opinion (or
sentiment), which are called sentiment orientations or polarities.

17



Sentiment Classification

2

3

Conventional SA studies are usually conducted at the document or sentence level

Aims to classify an opinion text as expressing a positive or a negative opinion (or
sentiment), which are called sentiment orientations or polarities.

Document-level sentiment classification

A considers each document (e.g., a product review) as a whole

[  the most extensively studied topic in the field of sentiment analysis

Sentence-level sentiment classification

QA performs SC at the sentence level

A gets us closer to real-life sentiment analysis applications (as doc-level analysis might
be too coarse)

18



Sentiment Classification

[  Conventional SA studies are usually conducted at the document or sentence level

A You can treat sentiment classification as a traditional text classification problem, with
sentiment orientations or polarities as the classes.
[  =>any supervised learning algorithms can be applied directly to solve the problem

Sentiment

Foundations Composition Lexicons for SA Deep Learning
. Valence Shifters T
Private States SentiWordNet
i RNTN (Socher et al., 2013
(Wiebe, 1994) (Polanyi & Zaenen, 2006) (Esuli, 2006) ( )
Opinion CNN, Dynamic CNN
Subjectivity Analysis Summarization ?Tgt;g:dLa 2011) (Kim et al., 2014,
(Wiebe, 1999) (Hu & Liu, 2004) ’ Kalchbrenner et al. 2014)
Sentiment Loss ULMFIT
(Tang et al., 2014) (Howard & Ruder, 2018)
Bag of words & Semantics an Sentiment
Syntactic Rules .
(Yrumey 2002) (Maas, 2011) BERT (Devlin, 2019)
2 Sentiment-specific Contextual
SAOITeViews Word Embeddings Language Models

Fig. 3: A non-exhaustive illustration of some of the milestones of sentiment analysis research.

Beneath the Tip of the Iceberg: Current Challenges and New Directions in Sentiment Analysis Research. TAC 2023

19




Aspect-based Sentiment Analysis: Motivation

[  Conventional SA studies are usually conducted at the document or sentence level

“The pizza is delicious.” —> positive

A Assumption: sentiment / opinion towards the whole given text is the same
Qs it true?

20



What is Aspect-based Sentiment Analysis?

[  Conventional SA studies are usually conducted at the document or sentence level
A In practice, users often express (possibly different) opinions towards different aspects of the
concerned target (e.g., a product)

“The pizza is delicious.” —> positive

“The pizza is delicious, but the
service here is just a disaster”

21



What is Aspect-based Sentiment Analysis?

A Aspect-Based Sentiment Analysis (ABSA) aims at mining fine-grained opinion information at
the aspect level

“The pizza is delicious.” —> positive

“The pizza is delicious, but the

service here is just a disaster

What are the mentioned aspects?
What are the sentiments respectively?

22



ABSA: Four Key Sentiment Elements

2

In general, there are four key sentiment elements involved in ABSA

Aspect Term

Aspect Category

Opinion Term

Sentiment Polarity

23



ABSA: subtleties of the terminology

2

In general, there are four key sentiment elements involved in ABSA

Aspect Term

(opinion) target ]
“aspect”

Aspect Category

Opinion Term

Sentiment Polarity

24



ABSA: subtleties of the terminology

A In general, there are four key sentiment elements involved in ABSA

) i . . Aspect Term
targeted sentiment analysis (opinion) target -~ | P
(e.g., a person or event) “aspect” "~ Aspect Category
Opinion Term
What are people’s opinions towards “lIJCAI 2023”7 Sentiment Polarity

=> What are people’s opinions towards its
conference organization / location / buffet?



ABSA: Four Key Sentiment Elements

2

In general, there are four key sentiment elements involved in ABSA

Aspect Term

pizza

food

The pzzza is delicious. 5 ‘ > Aspect Category
Opinion Term

delicious

POS

ABSA System Sentiment Polarity

Figure 2.1: Four sentiment elements in the ABSA problem.

26




ABSA: Single ABSA and Compound ABSA tasks

3 In general, there are four key sentiment elements involved in ABSA
A The main research line of ABSA focuses on the identification of them®
A Single ABSA task: predicting single elements

“The pizza is delicious, but the aspect terms?

) .. . ” izza, service
service here is just a disaster p

A Compound ABSA task: joint prediction of multiple elements with their relations

“The pizza is delicious, but the (aspect, opinion, (pizza, delicious, positive),
service here is just a disaster” sentiment) triplets? (service, disaster, negative)

* A new perspective to systematically study the ABSA problem in our survey 27
s



Single ABSA Problem

A Single ABSA task: predicting single elements

A The four sentiment elements correspond to four single ABSA tasks

Q  They are quite popular around 2015%5

Opinion
Term

Aspect
Term

Sentiment
Polarity

Aspect
Category

OTE

ATE

ASC

ACD

Opinion Term Extraction

Aspect Term Extraction

Aspect Sentiment Classification

Aspect Category Detection

28




Compound ABSA Problem: Why

3 In general, there are four key sentiment elements involved in ABSA
A The main research line of ABSA focuses on the identification of them
A Single ABSA task: predicting single elements
d  Compound ABSA task: joint prediction of multiple elements with their relations

A Why compound ABSA tasks (compared with single ABSA tasks)
[ We always want more complete information!
A But of course, they are more challenging...

29



Compound ABSA Problem: How

3 In general, there are four key sentiment elements involved in ABSA
A The main research line of ABSA focuses on the identification of them
A Single ABSA task: predicting single elements
d  Compound ABSA task: joint prediction of multiple elements with their relations

Q  How to tackle compound ABSA tasks?
A Pipeline method: pipe the solution from single ABSA tasks
d  End-to-End method: extract all elements simultaneously

30



Compound ABSA Problem: Pair Extraction

3 In general, there are four key sentiment elements involved in ABSA
A The main research line of ABSA focuses on the identification of them
A Single ABSA task: predicting single elements
d  Compound ABSA task: joint prediction of multiple elements with their relations

Opinion

erm ]
—| AOPE | Aspect-Opinion Pair Extraction
Aspect _
—|E2E-ABSA | End-to-End ABSA (E2E-ABSA)
Sentimen
ASC =
—| ACSA | Aspect Category Sentiment Analysis (ACSA)

Category

31




Aspect-Opinion Pair Extraction

A Aspect-Opinion Pair Extraction (AOPE): predict the aspect and opinion terms as pairs

The pizza is delicious, but the service is terrible —— (pizza, delicious) (service, terrible)

Relation Scorer

‘ Term Scorer

ittt st SN 2,83 . B
Span . | spani | | span2 | | spans | | spanx |
Representations = = N 'y
| spano spani | | span, |
| place | | great | | service | | prices |
Candidate | this place | | has great service I | and prices |
Spans
1
Y

| place has| | service and prices ‘

EIERE B 2

Span Generator

BERT S I T S e
Word

cs || Bo || Ei || B2 En | sep Representations I;' l;l I;l El I;l I;| l:l

x 7y x
Encoder

I L S W I B e

Input
Sentence « this place has great service and prices -

SpanMlt: A Span-based Multi-Task Learning Framework for Pair-wise Aspect and Opinion Terms Extraction. (ACL 2020)
Synchronous Double-channel Recurrent Network for Aspect-Opinion Pair Extraction. (ACL 2020) 32




End-to-End ABSA (E2E-ABSA)

A E2E-ABSA aims to extract (aspect term, sentiment polarity) pairs
The pizza is delicious, but the service is terrible —— (pizza,positive), (service,negative)

A Atoken-level classification task (aka sequence tagging)

Input The AMD Turin  Processor seems to always perform much better than  Intel

Toint o B L E O 0 0] o 0 0 0 S )
@) POS POS POS o o 0] 0 0] O 0 NEG 0]
Unified 0] B-POS I-POS E-POS O 0 ) O ) O O S-NEG O

Open Domain Targeted Sentiment. (EMNLP 2013)

Neural Networks for Open Domain Targeted Sentiment. (EMNLP 2015)

A Unified Model for Opinion Target Extraction and Target Sentiment Prediction. (AAAI 2019) 33
s



End-to-End ABSA (E2E-ABSA)
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Exploiting BERT for End-to-End Aspect-based Sentiment Analysis. (WUT@EMNLP-19) o
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Aspect Category Sentiment Analysis (ACSA)

A ACSA aims to extract (aspect category, sentiment polarity) pairs

The pizza is delicious, but the service is terrible —— (food,positive), (service,negative)

[ Many previous studies already consider their inter-relations

(A  Targeted Aspect-Based Sentiment Analysis via Embedding Commonsense Knowledge into an Attentive
LSTM. (EMNLP 2018)

[  CAN: Constrained Attention Networks for Multi-Aspect Sentiment Analysis. (EMNLP 2019)

a

Multi-Instance Multi-Label Learning Networks for Aspect-Category Sentiment Analysis. (EMNLP 2020)

POS NEU NEG

A Recent works begin to consider the end2end pair extraction

food | 1 10| 0
d e.g., Cartesian product

service | 0 | 0 | 1

price 0(0]0
Joint Aspect and Polarity Classification for Aspect-based Sentiment Analysis with End-to-End Neural Networks. (EMNLP 2018) 35




Compound ABSA Problem: Triplet Extraction

3 In general, there are four key sentiment elements involved in ABSA
A The main research line of ABSA focuses on the identification of them
A Single ABSA task: predicting single elements
A Compound ABSA task: joint prediction of multiple elements with their relations

Opinion
Term

OTE —

—| AOPE |

Aspect Sentiment

Aspect ] .
Triplet Extraction

Term

ATE = — ASTE

> E2E-ABSA |_

Sentiment ] i i
Polarity ASC = .| ACSD Aspect-Category-
Sentiment Detection

—| ACSA |—

Aspect ACD
Category
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Aspect-Category-Sentiment Detection (ACSD)

A ACSD aims to extract (aspect category, aspect term, sentiment polarity) triplets

: : . o _ (pizza, food,positive),
The pizza is delicious, but the service is terrible ~——

(service, service,negative)

A How to handle it end-to-end?
A Target-Aspect-Sentiment Joint Detection for Aspect-Based Sentiment Analysis. (AAAl 2020)
A Multiple-element Joint Detection for Aspect-Based Sentiment Analysis. (KBS 2021)
A Towards Generative Aspect-Based Sentiment Analysis. (ACL 2021)

37



Aspect-Category-Sentiment Detection (ACSD)

yes/no for aspect and sentiment tag sequence for targets
CREF or Softmax
(o] — L. e (o)
Spfmax Decoding

Linear FC
Transformation

BERT
Encoding
~5
Tokens [CLS] s S t S0 [SEP] [SEP]
yes [CLS] those rolls ... sashimi wasn't fresh . [SEP] food quality negative [SEP] OT..TOOO
no [CLS] those rolls ... sashimi wasn't fresh . [SEP] food quality positive [SEP] 00..0000
yes [CLS] those rolls ... sashimi wasn't fresh . [SEP] food style ## _##options neutral [SEP] OT ..0000

Thosc rolls were big, but not good and sashimi wasn't fresh.

<rolls, FOOD#QUALITY, negative>  <rolls, FOOD#STYLE_OPTIONS, neutral>  <sashimi, FOOD#QUALITY, negative>

Figure 2: The architecture and a running example for the TAS-BERT model. TAS-BERT takes a sentence-aspect-sentiment
token sequence “[CLS]---[SEP]---[SEP]” as input. It outputs “yes/no” for predicting whether targets exist for the aspect-
sentiment pair and a tag sequence for extracting the targets.

Target-Aspect-Sentiment Joint Detection for Aspect-Based Sentiment Analysis. (AAAI 2020)
Multiple-element Joint Detection for Aspect-Based Sentiment Analysis. (KBS 2021)




Aspect-Category-Sentiment Detection (ACSD)

yes/no for aspect and sentiment tag sequence for targets
| | 3

CRF or Softmax I VEET (B
Softmax Decoding

Linear FC
Transformation

POS NEU NEG

food | 11010

BERT service 0 0 1
Encoding

price 0j]0]0
Tokens

no  [CLS] those rolls ... sashimi wasn't fresh [SEP] food quality positive [SEP] (1) Cartesian Product

Those rolls were big, but not good and sashimi wasn't fresh.

<rolls, FOOD#QUALITY, negative>  <rolls, FOOD#STYLE_OPTIONS, neutral>  <sashimi, FOOD#QUALITY, negative>

Figure 2: The architecture and a running example for the TAS-BERT model. TAS-BERT takes a sentence-aspect-sentiment
token sequence “[CLS]- - -[SEP]- - -[SEP]” as input. It outputs “yes/no” for predicting whether targets exist for the aspect-
sentiment pair and a tag sequence for extracting the targets.

Target-Aspect-Sentiment Joint Detection for Aspect-Based Sentiment Analysis. (AAAI 2020)
Multiple-element Joint Detection for Aspect-Based Sentiment Analysis. (KBS 2021) 39




Aspect Sentiment Triplet Extraction (ASTE)

A ASTE aims to extract (aspect term, opinion term, sentiment polarity) triplets

(pizza, delicious, positive),

The pizza is delicious, but the service is terrible ~—— ) : .
(service, terrible, negative)

Knowing What, How and Why: A Near Complete Solution for Aspect-Based Sentiment Analysis. (AAAI 2020) 40
s



Aspect Sentiment Triplet Extraction (ASTE)

(pizza, POS) (service, NEG) delicious, terrible True (pizza, POS, delicious) (service, NEG, terrible)
0S+00?0S_00 OOOS?OOOS o S, o 0 o 0 S5, 0 O
—p SeqClass 0 Y 4 N 0 t t
TokenClass <> TokenClass TokenClass
0 ot 0 r 1 0 0 t U rt 0 ot 0 0 0
The pizza is delicious but the service is terrible (pizza, POS) delicious The pizza is delicious but the service is terrible
(a) pipeline (b) TokenClass
pizza,Aservice POS {3} {3}
4 A ) 4 3 o oz ; 2 ;
( pizza , delicious , positive ) ; ( sevice , terrible , negative )
{ 1}6} {1}6} SeqClass MRC
£ )
( MRC ) — Encoder L Seq2Seq J
t t t 0 f
The pizza is Find the aspect The pizza is delicious Find the sentiment TN .
delicious but the o1 L™ theptext e thg service is terrible _polarity and the The pizza is delicious but the service is terrible
service is terrible opinion terms of pizza
(c) MRC (pipeline) (d) Seq2Seq

Knowing What, How and Why: A Near Complete Solution for Aspect-Based Sentiment Analysis. (AAAI 2020)

Position-Aware Tagging for Aspect Sentiment Triplet Extraction. (EMNLP 2020)

Bidirectional Machine Reading Comprehension for Aspect Sentiment Triplet Extraction. (AAAI 2021)

Towards Generative Aspect-Based Sentiment Analysis. (ACL 2021) 41
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Compound ABSA Problem: Quad Prediction

3 In general, there are four key sentiment elements involved in ABSA
A The main research line of ABSA focuses on the identification of them
A Single ABSA task: predicting single elements
A Compound ABSA task: joint prediction of multiple elements with their relations

Opinion OTE —
Term

AOPE |—

Aspect ' ATE — — ASTE
Term

—| E2E-ABSA |__
Sentiment

Polarity ASC = — ACSD
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Compound ABSA Problem: Quad Prediction

3 In general, there are four key sentiment elements involved in ABSA
A The main research line of ABSA focuses on the identification of them
A Single ABSA task: predicting single elements
A Compound ABSA task: joint prediction of multiple elements with their relations

Opinion OTE a ‘complete” ABSA task

Term

AOPE [
Aspect ATE — —{ ASTE

Term ] A Ccent t
| E2E-ABSA | _ ASQP spect >entimen

!

Quad Prediction

Sentiment
Polarity ASC = > ACSD

— ACSA [—

Aspect |
Category oep
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Aspect Sentiment Quad Prediction (ASQP)

Given a sentence x, we aim to predict all sentiment quads:
(aspect category, aspect term, opinion term, sentiment polarity)

where:
- aspect category ¢ belongs to a pre-defined category set
- aspectterm a € V, U {2}

- opinionterm o € V
- sentiment polarity p belongs to {positive, negative, neutral}

Aspect Sentiment Quad Prediction as Paraphrase Generation (EMNLP 2021) 44
s



How to tackle ASOP?

Given a sentence x, we aim to predict all sentiment quads:

(aspect category, aspect term, opinion term, sentiment polarity)

Tackling ASQP is challenging!

3
3

3

Multiple elements with their dependent relations are required
Each element has its own characteristics, different elements are closely-related

Decouple it into several sub-tasks and solve them in a pipeline manner.
=» suffer from error propagation issue

Sub-tasks are often formulated as token/seqg-level classification task

=» underutilize the rich semantic information of the label

45



Aspect Sentiment Quad Prediction (ASQP)

_:' Drinks style is great because wine list is excellent
o [SSEP] ambience general is bad because place is too tiny
Input-1 The pasta yesterday was delicious! :6' Drinks style is great v s too tiny
B
Label-1 (¢, a, o, p): (food quality, pasta, delicious, POS) T T T T T T
g g
-y Ry Decoder
Target-1 Food quality is great because pasta is delicious e
Inout-2 Everything they serve here ... was just very M 1
p disappointed, I wish they would change next time ( Encoder ]
Label-2 | (¢, a, o, p): (food quality, NULL, disappointed, NEG) T T T T T T
g g
L] s §
Target-2 Food quality is bad because it is disappointed 4; The wine list yesterday ... ! ASQP
o The wine list yesterday was excellent, but the place
5 is too tiny for me! ASQP

46
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Results on ASOP: generative method is powerful!

sellent
| Rest15 Rest16 is too tiny

— Type Methods
Input-1 ] Pre Rec F1 | Pre Rec F1 tiny

Label-1 Rigeline HGCN-BERT + BERT-Linear 2443 20.25 22.15 | 25.36 24.03 24.68
g HGCN-BERT + BERT-TFM 25.55 22.01 23.65 | 2740 2641 26.90
Target-1 TASO-BERT-Linear 41.86 26.50 32.46 | 49.73 40.70 44.77
Unified TASO-BERT-CRF 4424 28.66 34.78 | 48.65 39.68 43.71
GAS 4531 46.70 4598 | 54.54 57.62 56.04

PARAPHRASE 46.16 47.72 46.93 | 56.63 59.30 57.93

Target_z Ours w/o sentiment polarity semantics | 45.30 46.87 46.07 | 56.56 58.82 57.67
—_— w/0 aspect category semantics 4465 46.59 45.60 | 56.27 58.38 57.31
w/o polarity & category semantics | 43.46 45.19 4430 | 56.04 57.53 56.77

Label-2

S
=
Y

a~]

1e place

Aspect Sentiment Quad Prediction as Paraphrase Generation (EMNLP 2021)




GAS: Generative ABSA

Input: Salads were fantastic, our server was
also very helpful.

Target (Annotation-style): [Salads
| fantastic] were fantastic here, our [server |
helpful] was also very helpful.

Target (Extraction-style): (Salads,
fantastic); (server, helpful)

AOPE

Input: Salads were fantastic, our server was
also very helpful.

Target (Annotation-style):
[Salads|positive] were fantastic here, our
[server|positive] was also very helpful.
Target (Extraction-style):

(Salads, positive); (server, positive)

E2E-ABSA

One (generative) model for all (tasks)!

Input: The Unibody construction is solid,
sleek and beautiful.

Target (Annotation-style): The
[Unibody construction | positive | solid, sleek,
beautiful] is solid, sleek and beautiful.
Target (Extraction-style): (Uni-
body construction, solid, positive); (Unibody
construction, sleek, positive); (Unibody
construction, beautiful, positive);

ASTE

Input: A big disappointment, all
around. The pizza was cold and the
cheese wasn’t even fully melted.
Target (Annotation-style):
A big disappointment, all around.
The [pizza | food quality | negative]
was cold and the [cheese | food
quality | negative] wasn’t even fully
melted [null | restaurant general |
negative].

Target (Extraction-style):
(pizza, food quality, negative);
(cheese, food quality, negative);
(null, restaurant general, negative);

ACSD

Towards Generative Aspect-Based Sentiment Analysis (ACL 2021) 48



Generative ABSA: follow-up improvements

Input text: Those rolls were big, but Two main drawbacks of typical Seq2Seq methods:
not good and sashimi wasn't fresh. 1. Orders, the orders between the tuples does not
<bos> naturally exist.
o"s/\. . 2. Dependence, the generation of (a2, 02, s2) should not
r sashimi L.
} S condition on (al, o1, s1).
: i [13 .
/\ was => Propose "Seq2Path” to by formulating the ABSA tasks as a
: not ! “sequence to paths of a tree” problem:
big l n't I:I . .
| each sentiment tuple can be viewed as a path of a tree
good .
| | ffelsh and can be independently generated.
' , ' [ treat every sentiment tuple as an independent target
| | | and use the ordinary Seq2Seq model to learn each
positive negative negative

i i | target and calculate the average loss.

<eos> <eos> <eos>

Seq2Path: Generating Sentiment Tuples as Paths of a Tree (ACL-Findings 2022)
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Generative ABSA: follow-up improvements

Input text: Those rolls were big, but oo oot ((aspect: staff
L . § Review Sentence . < bl
not good and sashimi wasn't fresh. ' The surface is smooth, but the apps are hard to (negative: horrible))
<bos> | use. (opinion: horrible))
/\ o . ’ Y
rolls Biir Opinion Tree Generation (( opinion: goo d)
| S Opinion Tree (aspect: battery life
; 1 FQQT (positive: good)))
/\ was S B
not ! Quad ‘ Quad
big l n't R \ Original sentence The restaurant is clean.
‘ good frl n Aspect Opinion Aspect Opinion ] Quadruplet (ac, at, ot, sp) | (ambience general, restaurant, clean, positive)
es | | | | e R e e
l ! Design Positive Software Negative Semantic quadruplet (ambience general, restaurant, clean, great)
5 5 5 (category) (polarity) (category) (polarity) i Kacs Xap Xop» Xep)
| | | | \ I \ . . ;
posiive  negatve  negative surface  smooth apps hard [Fixed-order template | %, is X, because Xy 5%
) | S ’ | o (aspect) ~ (opinion term) it (aspect) (opinion term) ) Target sequence ambience general is great because restaurant
o 1 s Eh s is clean
Free-order template O{IAC] x,, [AT] x,, [OT] x,,, [SP] x,,); i € [1,24]

[AC] x,. [AT] x,, [OT] x,, [SP] x,,
Multiple target sequences [AT] x,, [AC] x,, [OT] x,, [SP] x,,

Seq2Path: Generating Sentiment Tuples as Paths of a Tree (ACL-Findings 2022)

Unified Structure Generation for Universal Information Extraction (ACL 2022)

Aspect-based Sentiment Analysis with Opinion Tree Generation (IJCAI 2022)

Improving Aspect Sentiment Quad Prediction via Template-Order Data Augmentation (EMNLP 2022)
Generative Aspect-Based Sentiment Analysis with Contrastive Learning and Expressive Structure (EMNLP Findings 2022) 50




Generative ABSA: follow-up improvements

P ~ (sushi
X L. Ilove Paraphrase | . | Recover & Quadl | Quad2
Single-order Prediction | the sushi The food is bad }—» food, I 1 Q I | Aspect
. because sushi is badly badly, Q - surface apps
badly! x‘; ) NEG) T T Term
- x De§1@ 1 Posn‘tlve Soft\‘rvarel Negfltlve :> Category | Design | Softwarc
Multi-view Prompting mo | o AT ‘ or Opinion | extremely | |
wow W w w wow w w Term smooth
. = | | > . A | | ! = > "
The surface is extremely smooth ,butthe apps are  hard fouse. |FPolarity | Positive | Negative
{ [Alsushi | [Clfood | [Ollove | [Slgreat — s —» [Irrelevant] [Quad] [Irrelevant]
I love (sushi, |, The surficei [Quad]  — [Aspect] [Irrelevant] [Opinion]
food, e surface is [Aspect] — [Category]

[Olbadly | [SIbad | [Alsushi | [Clfood

the sushi
badly!

extremely smooth,
but the apps are
hard to use.

love,

Chart-based
Opinion Tree
Parser

[Clfood | [Ollove  [Slgreat = [Alsushi -

[Category] — [Aspect Term]
[Opinion] — [Polarity]
[Polarity] — [Opinion Term]

(@ Multi-view Tuple Prediction

(@ Element Order-based Prompting (® Aggregation

Opinion Tree Parsing for Aspect-based Sentiment Analysis (ACL Findings 2023)

MVP: Multi-view Prompting Improves Aspect Sentiment Tuple Prediction (ACL 2023)

A Unified One-Step Solution for Aspect Sentiment Quad Prediction (ACL Findings 2023)

Uncertainty-Aware Unlikelihood Learning Improves Generative Aspect Sentiment Quad Prediction (ACL Findings 2023)

Context-Free Opinion Grammar
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Compound ABSA Tasks

A Compound ABSA task: joint prediction of multiple elements with their relations

Opinion
Term

Aspect
Term

Sentiment
Polarity

Aspect
Category

OTE

ATE

ASC

ACD

AOPE

ASTE

E2E-ABSA |_

ASQP

ACSA

ACSD

52




ABSA Applications

[ If we can extract structured sentiment information, many applications / features can be built

Customer reviews By fearire Baggage Services [T IE—
Fedededods 4.3 outof 5 Cabin and Ground Staff T 1
101,656 global ratings PRI Rk 42 Cabin Comfort [T I—
& —T Sound quality Kk Ak 4.2 Check-in and Boarding Process I —

Battery life Sk 4.1 First and Business Class Service I E— OPositive
astar ([ | 15% ) ) Food and Beverage Service I T—|
sstar [l 8% Noise cancellation WA 4 In-flight Entertaintment I —L UL
2star | | 4% Versatility ok Ak Yy 3.8 On-time Performance [ T () ENegative

star %
‘ Vibration strength A AT 3.5 Rewards Program I —

1o @ | B Seating [T I

~ See less : A
w How customer reviews and ratings work Ticketing Services [T [

0% 20% 40% 60% 80% 100%
ENEEg
PGl ESTER (129) | RYEE (375) | REEES (58) | Sa¥RASE (135) | KEEMHAT (30)
RERE (22) | REEE (23) | REFIT (26)
Discovering Airline-Specific Business Intelligence from Online Passenger Reviews: An Unsupervised Text Analytics Approach 53



ABSA Applications

[  Users do not only express opinions in standalone text.

A There are more opinion-sharing platforms such as QA or dialog.

Question-Answering (QA) Style Review

- Question: Is [battery life] durable? How about [oper-
ating speed] of the phone?
- Answer: Yes, very durable but quite slow and obtuse.

Aspect Sentiment Classification Towards QA

Q: How about the screen? Is this phone’s battery life durable? Thanks

in advance!

A: Not as large as I thought. But the battery is quite good, I like it.

- Input: QA text pair with given aspects
- Output: [battery life]: Positive
[operating speed]: Negative

Domains Pos. Neg. Neu. All  #Cat.

TASK INPUT OuTPUT
ATE-QA QA pair [screen]; [battery life]
ASC-QA QA pa%r + [screen] . NEG

QA pair + [battery life] | POS
. [screen]nEeg
ABSA-QA A
Q3 | Qaparr [battery life]pos

Bags 2503 724 453 3680 15
Cosmetics 2834 956 503 4293 16
Electronics 2742 821 531 4094 10

Aspect Sentiment Classification Towards Question-Answering with Reinforced Bidirectional Attention Network (ACL 2019)

Aspect-based Sentiment Analysis in Question Answering Forums (EMNLP Findings 2021)
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ABSA Applications

1) A snippet of dialogue

A

B

D

E

I regret buying Xiaomi 11. # What do you think of

Xiaomi mobile phone #
A

| _Ididn’t buy since my friend said the battery life
I of Xiaomi 11 is not well.
A
E 'L That’s right, and as far as I’ve experienced,
! ~ WiFi module is also a bad design.
A
|
|
|
|
|

| _Here I am! Rabbit has seen your issues

t— A 4-year holder of Xiaomi 6 is here!
A

|
L - Me too, the screen quality of it is very nice!

2) Corresponding aspect-based quadruples

SV S S S S S S S S S S S e § S U S S S

/' Target Aspect Opinion Sentiment

\
I
Xiaomi 11 WiFimodule bad design negative :
Xiaomi 11 battery life notwell  negative :

J

Xiaomi 6  screen quality verynice  positive

and please check your private message.

Input Dialogue ~ Base Encoding Multi-view Interaction RoPE Grid Tagging
A Iregret... —> € eve o0 ! Thread
L] mask

B Idin’tbuy... g

A That’s right ...IPLM
2
v
o
8

C Ad-year.. PLM cr%

B  Metoo, .. PLM

a dataset for the DiaASQ task in both Chinese and English
languages: 1,000 dialogue snippets in total with 7,452
utterances (x2)

dialog characteristics need to be modeled

DiaASQ : A Benchmark of Conversational Aspect-based Sentiment Quadruple Analysis (ACL-Findings 2023) 55
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Outline

I Wy N W N A Ny N

14:00~14:10: Motivation & Introduction - Bing Liu

14:10~14:50: From sentiment classification to ABSA - Wenxuan Zhang
14:50~15:30: Sentiment analysis is the era of LLMs - Wenxuan Zhang
15:30~16:00: Coffee break =

16:00~16:30: Beyond sentiment analysis - Erik Cambria

16:30~17:15: Affective computing - Rui Mao

17:15~17:30: Conclusions & Future Directions - Wenxuan Zhang

tutorial website =
(abstract, slides, and paper list) E .
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Large Language Models (LLMs)

Can you use one paragraph to briefly explain what is large language models to a group of
audience that has a great background in Al but not necessarily in NLP?

Surel Large language models are advanced artificial intelligence systems designed to
understand and generate human language. They are a type of deep learning model that
utilizes vast amounts of data to learn the patterns, structures, and meanings present in
written text or spoken language. These models are trained on diverse sources like books,
articles, and websites, enabling them to handle a wide range of natural language tasks, such
as answering questions, translating languages, summarizing texts, and even engaging in
creative writing. By processing and analyzing language on a massive scale, large language
models have the potential to revolutionize various industries, improving communication, and

facilitating human-computer interactions in increasingly natural and intuitive ways.
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Large Language Models (LLMs)

GPT Assistant training pipeline

Stage Pretraining

Raw internet
text trillions of words

Dataset low-quality, large quantity

Language modeling
predict the next token

Algorithm

Base model

1000s of GPUs
months of training

ex: GPT, LLaMA, PaLM
can deploy this model

Supervised Finetuning

Demonstrations ®
Ideal Assistant responses,
~10-100K (prompt, response)
written by contractors

low quantity, high quality

Language modeling
predict the next token

init
from 0
SFT model

1-100 GPUs

days of training

ex: Vicuna-13B

can deploy this model

State of GPT by Andrej Karpathy: https://karpathy.ai/stateofgpt.pdf

Reward Modeling Reinforcement Learning

Prompts @
~10K-100K prompts b

written by contractors
low quantity, high quality

© ©

Binary classification
predict rewards consistent w
preferences

Comparisons @
100K —1M comparisons
written by contractors

low quantity, high quality

Reinforcement Learning
generate tokens that maximize
the reward

init 0 e init from SFT
from use RM

RM model RL model

1-100 GPUs
days of training

1-100 GPUs

days of training

ex: ChatGPT, Claude
can deploy this model




Large Language Models (LLMs)

A LLMs are powerful

Exam results (ordered by GPT-3.5 performance)
Estimated percentile lower bound (among test takers)
100% — =
GPT-4 GPT-3.5 LM SOTA SOTA
Evaluated Evaluated Best external LM Best external model (incl.
few-shot few-shot evaluated few-shot benchmark-specific tuning) .
MMLU [49] 86.4% 70.0% 70.7% 752% 80% —
Multiple-choice questions in 57 5-shot 5-shot 5-shot 5-shot Flan-PaLM [51]
subjects (professional & academic) U-PalLM [50]
HellaSwag [52] 95.3% 85.5% 84.2% 85.6
Commonsense reasoning around 10-shot 10-shot LLaMA (validation ALUM [53] 60% —
everyday events set) [28]
AI2 Reasoning 96.3% 85.2% 85.2% 86.5%

Challenge (ARC) [54]

Grade-school multiple choice 25-shot 25-shot 8-shot PaLM [55] ST-MOE [18] 5
science questions. Challenge-set. 40% —

‘WinoGrande [56] 87.5% 81.6% 85.1% 85.1%

Commonsense reasoning around 5-shot 5-shot 5-shot PaLM [3] 5-shot PaLM [3]
pronoun resolution
HumanEval [43] 67.0% 48.1% 26.2% 65.8% kT
Python coding tasks 0-shot 0-shot 0-shot PaLM [3] CodeT + GPT-3.5 [57]
DROP [58] (F1 score) 80.9 64.1 70.8 88.4
Reading comprehension & 3-shot 3-shot 1-shot PaLM [3] QDGAT [59]
arithmetic. 0%
GSM-8K [60] 92.0%* 57.1% 58.8% 87.3%
Grade-school mathematics 5-shot 5-shot 8-shot Minerva [61] Chinchilla +

questions chain-of-thought SFT+ORM-RL, ORM

gpt-4 [
gpt-4 (no vision)

gpt3.5 M

% 2 QO % B S T FARECH T AT TG AT LTY YT Z LT

258553000352 02822R %2663 %53

59622322322 0%8 23552a%F80L % G2

2 %% 3235%2%3% 3%29%°%5%8%%2%

wrmkiigleZ] % 2% we2%e3ec 2% TR 83F%C 3

S 3 3 g S El 3

3% 3¢ 5 2% % 2 2 5

% S B % ¥ = [

S 5

NLP benchmark Exam h 3

. uman exams
GPT-4 Technical Report. CoRR abs/2303.08774 59
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LLMs for Sentiment Analysis

d LLMs are powerful - Is sentiment analysis solved?
A We want to answer the following research questions
A How well do LLMs perform on various sentiment analysis tasks?
A Can they be directly applied to different SA tasks?
A Compared to small specialized models trained on domain-specific datasets,
how do large models fare?
A What are the strengths and weaknesses of applying LLMs for SA?
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Evaluate - Settings

A Zero-shot / Few-shot

/l \ (Input: \ fl

nput: nput:

Plgase perform Sentiment Classification task. Please perform Unified Aspect-Based Sentiment Please perform Hate Detection task.

Given the sentence, assign a sentiment label Analysis task. Given the sentence, tag all Given the sentence, assign a sentiment label

from ['negative’, 'positive']. Return label only (aspect, sentiment) pairs. Aspect should be from ['hate’, 'non-hate'].

without any other text. substring of the sentence, and sentiment should Return label only without any other text.
________________________________________________ be selected from ['negative’, 'neutral’, 'positive’]. If

there are no aspect-sentiment pairs, return an /’Sentence: R
empty list. Otherwise return a python list of tuples Cis white man, a huge 'advocate' for women's

Sentence: Oh , and more entertaining, too .
Label:positive

Sentence: If you 're not a fan , it might be like containing two strings in single quotes. Please ! rights .
trying to eat Brussels sprouts . return python list only, without any other ! Label:non-hate
Label:negative |
N i R S S R comments or texts. [
_____________________________________________ . | Sentence:

Sentence: An ungainly , comedy-deficient ,

B-movie rush job ... i Sentence:l live in the neightborhood and am a i Thanks to our great prime minister, haha, our

Label: iregul::.lr. i i homeless still sleep on the street.
i;abf"” s e { | |1 Labelhate ;
Output: negative iSentence:The place is small but the food is Sl e s e s e .
1fantastic . | )
iLabel:[(‘place’, 'negative'), (‘food', 'positive')] ; Sentence:
e e e ¢ @user id marry this fukin whore,& let the bitch
Sentence: The atmosphere is aspiring , and the behind her be best lady at the wedding
decor is amazing. Label:
Label:
Output: [(‘atmosphere’, ‘positive’), (‘decor’, Output: hate
‘positive’)]
K SC/ K ABSAJ \ MAST/

Sentiment Analysis in the Era of Large Language Models: A Reality Check (arXiv:2305.15005) 61
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Task Dataset |  train dev test | sampled test | class*  metric

Eva l,u ate - S etti n g S Sentiment Classification (SC)

D i IMDb 22,500 2,500 25,000 500 2 accuracy
L:C‘ime“ © Yelp2 504,000 56,000 38,000 500 2 accuracy
ve Yelp-5 585,000 65,000 50,000 500 5  accuracy
D MR 8,530 1,066 1,066 500 2 accuracy
3 atasets Seifeiice-  SST2 6920 872 1821 500 2 accuracy
. . . Level Twitter 45,615 2,000 12,284 500 3 accuracy
A sentiment classification (5C) SST5 8544 1101 2210 | 500 5 accuracy
Aspect- lapl4 2,282 283 632 500 3 accuracy
H Level rest14 3,608 454 1,119 500 3 accurac
A aspect-based sentiment y
Aspect-based Sentiment Analysis (ABSA)
ana [ys is (AB S A) Rest14 2736 304 800 500 3 micro_fl
UABSA  RestlS 1,183 130 685 500 3 micro_f1
. . Rest16 1,799 200 676 500 3 micro_f1
. multifaceted ana lys is of Laptop14 2,741 304 800 500 3 micro_f1
. . Rest14 1,266 310 492 492 3 micro_f1
su bj ective text (MAST) astp | RestlS 605 148 322 322 S
Rest16 857 210 326 326 3 micro_f1
Laptop14 906 219 328 328 3 micro_f1
ASQP Rest15 834 209 537 500 13 micro_fl
Rest16 1,264 316 544 500 13 micro_fl
Multifaceted Analysis of Subjective Text (MAST)
Implicit Lap+Res 1,746 NA 442 442 3 accuracy
Hate HatEval 9,000 1,000 2,970 500 2 macro_f1
Irony Irony18 2,862 955 784 500 5) f1(irony)
Offensive OffensEval 11,916 1,324 860 500 2 macro_f1
Stance Stance16 2,620 204 1,249 500 3 macro_f1
Comparative CS19 1,094 157 314 314 2 accuracy
Emotion Emotion20 3,257 374 1,421 500 4 macro_f1
Sentiment Analysis in the Era of Large Language Models: A Reality Check (arXiv:2305.15005) 62



Z h t R lt | Baseline LLM SLM
-
e ro S o e S u S Task Dataset random majority | Flan-T5 Flan-UL2 text-@03 ChatGPT | T5;4rge

- - (11B)  (20B)  (175B)  (NA) | (770M)
Sentiment Classification (SC)
b . IMDb 5240  46.80 86.60  97.40 9060 9420 | 93.93
(d LLMs such as ChatGPT demonstrate Docue Yelp-2 5280 4800 9220 9820 9320  97.80 | 9633
eve Yelp-5 1980  18.60 34.60 51.60 48.60 5240 | 65.60
: : MR 4740  49.60 66.00 9220 86.80 8920 | 90.00
stron g zero-s hot pe rformance in sim p le Sentence-  SST2 4920  48.60 7200 9640 9280 9360 | 9320
Level Twitter 3420 4540 4360 4740 5940 6940 | 67.73
SA tasks. SST5S 2140 2220 1500  57.00 4520 4800 | 56.80
Aspect-  Lapl4 3480 5380 69.00 7320 7460 7680 | 78.60
; Level Restl4 3400  65.60 80.80 82.40 80.00 8280 | 83.67
D La rger models do not necessari l-y lead to Average 3844 4429 | 6220 7731 7458 7824 | 80.65
Aspect-Based Sentiment Analysis (ABSA)
better performance.

Restl4 NA NA 0.00 0.00 4756 5446 | 7531
. . Restl5 NA NA 0.00 0.00 35.63 4003 | 6546
A LLMs struggle with extracting structured, UABSA Ryl L
. . o Laptopl4 | NA NA 0.00 0.00 28.63 3314 | 6235
ﬁne-gramed sentiment and opinion Rest14 NA NA 0.00 0.00 4143 4004 | 6520
A Rest15 NA NA 0.00 0.00 3753 3351 | 5778
. . Rest16 NA NA 0.00 0.00 41.03 42.18 | 65.94
information. Laptopld | NA NA 0.00 0.00 2705 2730 | 53.69
. w Y- e Restl5 NA NA 0.00 0.00 1373 1046 | 41.08
| RLHF for ChatGPT is not "'useful” in some Rest15 NA NA 0.00 0.00 18.18 14.02 | 5058
Average NA NA | 000 0.00 33.16 37.09 | 61.06

t as k S. Muiltifaceted Analysis of Subjective Text (MAST)
Implicit ~ Lap+Res | 3575  56.11 33.03 42.53 4525 5498 | 67.12
Hate HatEval 4800 3631 | 56.09 70.80 67.79 5092 | 4694
Irony  Ironyl8 5096 5896 27.31 73.84 76.61 68.66 | 79.44
Offensive ~ OffensEval | 4667  41.86 | 3278 74.44 7331 6488 | 8076
Stance  Stancel6 | 3394  35.82 2074  61.10 39.96 5025 | 67.33
Comparative CS19 4936 7389 | 5446 85.67 7452 7580 | 89.49
Emotion Emotion20 | 22.87 13.92 4434 69.92 70.51 72.80 80.35
Average 4108 4527 | 3839  68.33 63.99 6261 | 73.05

Sentiment Analysis in the Era of Large Language Models: A Reality Check (arXiv:2305.15005) 63



Sentence: “Runs real quick.”

Human Evaluations

Label: (Runs, positive)
Pred: (Speed, positive) Y/ or X

A Are the predictions truly unreasonable for ABSA tasks?

Model 14-Rest. 14-Laptop Task Comparison Strict Relaxed

g ’é’gT'S“Pe"""“d B S UABSA 43.33 58.33  68.33

SOTA 9 78.68 70'32 ASTE 26.67 58.33 63.33
ASQP 10.00 26.67 40.00

Zero-shot results

ChatGPT (Auto Eval.) 69.14 49.11 human eval with three different standards on

ChatGPT (Human Eval.)  83.86 T2l three ABSA tasks (at the sentence level)

human eval with standard evaluation method Conclusions:

1. results are “under-estimated” with auto metrics
2. still poor on complex tasks & long-tail domains

Is ChatGPT a Good Sentiment Analyzer? A Preliminary Study. CoRR abs/2304.04339
Sentiment Analysis in the Era of Large Language Models: A Reality Check. CoRR abs/2305.15005 64
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Few-shot Results

Task Difsisch | 1-shot 5-shot 10-shot
| Flan-UL2 ChatGPT  T5igrge | Flan-UL2 ChatGPT  TSigrge | ChatGPT  TSigrge
Sentiment Classification (SC)
Main observation: LLMs surpass SLMs under  poumen. ™P® NA 9533050 7720107 | NA NA 9000205 | NA 918014
Level Yelp2 NA 97.600.92 86.605.56 NA NA 92.400.00 NA 90.871.63
. . Yelp5 NA 5147950 36.474.49 NA NA 44.533 19 NA 50.600 53
Va rl e d feW- S h Ot S ett I n g S MR 92.87023 91.60040 72.879.15 | 93.80000 90.20053 85.67162 | 87.533.44 86.6071.22
. . Sentence- SST2 97.00020 94.87981 59.332.89 | 97.40020 95.27046 91.40336 | 90.933.72 94.600.72
D S L M SS h oW consi Ste nt m p roveme nts Level Twitter 47.53031 66.47162 28.337.96 | 47.93031 64.331.40 53.20465 | 62.73081 56.603.14
SST5 51.80092 51.87076 26.671.10 NA 51.00327 39.00125 | 47.601.25 40.274.84
H Aspect- Lapl4 77.800.35 78.60314 6547110 | 7813042 76.27237 69.13150 | 76.672.41 74.400.87
dCross mo St ta S ks Wi t h more s h Ots Level Rest14 84.87103 84.53064 52.47T19.00 | 86.20092 74.87740 75.800.20 | 74.20413 70.47170
H H Aspect-based Sentiment Analysis (ABSA)
A Increasing shots for LLMs brings
Rest14 16.67290 63.620.89 18.43417 NA 62.401.02 36.551.92 | 63.301.21 44.072.19
M M M Rest15 16'501.81 49.352.53 18-043.89 NA 52.181_56 29.950,35 52.850‘75 3896144
different impacts on different tasks UABSA  pels | 1798 5650 15861 | NA  STTdos 823301 5032500 4662428
Laptop14 13.29988 40.82461 10.472.30 NA 42.670.12 20.002.22 | 44.70136 28.380.89
Rest14 9.261.75 44.923 53 5.624.35 NA 50.75593 25.00409 | 54.11298 33.171.21
ASTE Rest15 9.310.43 47.301.96 9.191.15 NA 49.99434 27.44196 | 48.11p78 32.282.99
—_ M M Rest16 11.811.99 50.094.28 9.483 84 NA 51.300.47 26.44959 | 53.60451 32.144.38
D > Wh e n WI l'l‘ th e reS u l'ts a C ross Wlth Lap10p14 5.191,54 35493,38 24942,14 NA 42.561,78 15.523,14 44~742.36 21.953_50
ASQP Rest15 NA 30.151.48  8.69.95 NA 31.21194 13.750.78 | 30.929.78 14.871.06
eac h Oth e r? Rest16 NA 31.98206  2.532.14 NA 38.01208 14.4047¢ | 40.151.49 19.23; .42
Multifaceted Analysis of Subjective Text (MAST)
Implicit Lap+Res 49.40079 65.08489 34.01109.13 | 50.91117 59.58501 46.53412 | 59.73185 52.569.98
Hate HatEval 64.76097 55.88g17 25.773.17 | 64.12332 50.46157 49.89599 | 57.96334 52.54303
Irony Irony18 81.78087 79.57276 38.2310.72 | 82.320.45 84.28130 57.69755 | 80.161.47 58.902.40
Offensive OffensEval | 77.29947 72.75163 17.677.35 78.01714 72.54134 49.19196 | 70.21333 49.97566
Stance Stancel6 67.751.96 59.31181 33.37422 | 70.4980 53.535.04 35.15378 | 43.15533 36.941.75
Comparative CS19 86.621.10 73.99296 46.3911.98 | 87.26110 68.79332 70.28403 | 68.26383 71.87207
Emotion Emotion20 = 71.05073 72.59201 43.16998 | 69.85202 74.30241 65.08423 | 69.88134 71.600.55
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Few-shot Results

Sentiment Classification Aspect-Based Sentiment Analysis Multifaceted Analysis of Subjective Text
60 - 704
75
sod 65
70 60 1
40
s Y -t R 55 1
304 50 1
60
—&— T5 Few-shot T5 Few-shot 2 —&— T5 Few-shot
55 1 -==- T5 Full Setting 20 -==- T5 Full Setting 401 -==- T5 Full Setting
-=-=- ChatGPT Zero-Shot -=--- ChatGPT Zero-Shot -=-=- ChatGPT Zero-Shot
---- ChatGPT 10-shot 10+ ---- ChatGPT 10-shot 35 ---- ChatGPT 10-shot
5017 . . . . . ) . . . . . . i i . . .
1 5 10 25 50 100 1 5 10 25 50 100 1 5 10 25 50 100
Num of Shots Num of Shots Num of Shots

When gradually increasing the value of K in the few-shot settings, it becomes apparent that even with a
10-shot setting, ChatGPT sets a robust baseline that requires T5 to utilize nearly five to ten times more data
to achieve comparable performance.
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Open Domain Evaluation

A Anideal sentiment analysis system could be applied to data from diverse domains.
A Open-domain evaluation
A sample 30 examples from each domain of existing 10 ABSA datasets
A baseline: hold out some datasets, fine-tune BERT on the remaining datasets
A (1) single-source: the model is trained on one dataset then evaluated on all
datasets.
d  (2) multi-source: the model is trained on nine datasets then evaluated on the
rest one. Here, we sequentially select nine out of ten datasets to use for
training, the rest one for evaluation

Is ChatGPT a Good Sentiment Analyzer? A Preliminary Study. CoRR abs/2304.04339 67
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Open Domain Evaluation

Conclusion: ChatGPT demonstrates a more compelling open-domain ability than BERT
despite being fine-tuned on the corresponding task.

Fine-tuned BERT ChatGPT S ettl n g S:

Trained on — 14-Res 14-Lap The Rest Domain-Specific ~ Zero-shot '
Evaluated on | d  “Domain-Specific”: domain

Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1
14-Res. 8111 7499 84.44 7876 8000 69.63 81.11 7499 8300 61.00 (dataset)-specific fully-supervised
14-Lap. 7778 70.60 7778 7284 7667 59.83 7778  72.84  73.00 53.00 .
Books 5778 4191 5778 42.84 6222 4611 71.11 57.17 60.00 51.00 results (in gray) of BERT
Clothing 7444 5500 7667 5621 7667 6166 8000 5815 7000 60.00 [ “The Rest”: the model is trained on
Hotel 8667 51.73 8667 5129 8556 5023 87.78 5198 87.00 83.50 ’
Device 86.67 8535 86.67 8892 9444 98.11 100.00 100.00 97.00 99.00 training datasets from 9 domains
Service 7111 6791 71.11 6759 8111 7929 7444 6269 77.00 65.00 )
14-Twitter 6222 5411 6222 56.16 T0.00 67.83 6222 6099 67.00 64.00 other than the evaluation test set.
Finance 7556 6275 7444 5559 31.11 3158 8222 79.07 87.00 72.00
METS-Cov 5333 47.06 5000 37.56 3889 3565 61.11 5853 77.00 56.00
Average 7267 61.14 7278 60.78 69.67 59.99 7778 67.64 71.80 66.45

The best results (except for fully-supervised results) are in bold.

Is ChatGPT a Good Sentiment Analyzer? A Preliminary Study. CoRR abs/2304.04339 68
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Open Domain Evaluation

Conclusion: ChatGPT demonstrates a more compelling open-domain ability than BERT
despite being fine-tuned on the corresponding task.

Fine-tuned BERT ChatGPT B ut:
Trained on — 14-Res 14-Lap The Rest Domain-Specific ~ Zero-shot .
Evalated on. [  the performance of ChatGPT is quite
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1
14-Res. 8111 7499 84.44 7876 8000 69.63 8111 7499  83.00_61.00 poor in some domains, especially
14-Lap. 7778 70.60 7778 72.84 7667 59.83 7778 7284 73.00 53.00 . . .
Books 5778 4191 5778 42.84 6222 4611 71.11 57.17 60.00 51.00 social media relevant domains (i.e.,
Clothing 7444 5500 76.67 5621 76.67 61.66 80.00 58.15  70.00 600U 14-Twitter, Finance, METS-Cov)
Hotel 8667 5173 8667 5129 8556 5023 8778 5198 87.00 83.50 ’ ’
Device 86.67 8535 86.67 8892 9444 98.11 100.00 100.00 97.00 99.00 d Improving performance on these
Service 7111 67.91 7111 67.59 S$L11 7929 7444 6260 77.00 65.00 _ _ ]
14-Twitter 6222 5411 6222 56.16 7000 67.83 6222 6099 67.00 64.00 longtailed domains remains
Finance 7556 6275 74.44 5559 3111 3158 8222  79.07 87.00_72.00 .
METS-Cov 5333 47.06 5000 37.56 3889 3565 61.11  58.53 77.0u| 56.00 challenging.
Average 7267 61.14 7278 6078 69.67 59.99 7778  67.64 77.80 66.45
Is ChatGPT a Good Sentiment Analyzer? A Preliminary Study. CoRR abs/2304.04339 69



Polarity Shift Evaluation

A mainly focus on the situations of negation and speculation
A Negation: any expression that reverses the meaning of a statement.
A Speculation: expressions of uncertainty or possibility.

A Two tasks:

A SC: derive two subsets from SST-2 validation set using a heuristic rule for the
evaluation of negation and speculation (e.g., check whether a sentence contains
any negation or speculation words. such as “never”)

A ASC: from an existing dataset annotated with these two situations

Is ChatGPT a Good Sentiment Analyzer? A Preliminary Study. CoRR abs/2304.04339 70
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Polarity Shift Evaluation

Compared to BERT, ChatGPT exhibits greater robustness in polarity shift scenarios.

~ SC (Negation)

SC (Speculation) .

. Given this text, what is the sentiment conveyed? Is it
positive or negative? Text: unfortunately , it ‘s not silly fun
unless you enjoy really bad movies .

The sentiment conveyed in this text is negative.

Ground Truth: negative

. Given this text, what is the sentiment conveyed? Is it
positive or negative? Text: it can't decide if it wants to be a
mystery/thriller , a romance or a comedy .

The sentiment conveyed in the text is negative.

Ground Truth: negative

ABSC (Negation)

ABSC (Speculation)

Shifting Dataset Fine-tuned Zero-shot
Type BERT  ChatGPT
Negation = SST-2-Neg. 90.68 91.00
Speculation SST-2-Spec. 92.05 92.00
70.93 80.00
14-Res-Neg.
; 61.90 69.00
Negati
FEAHS 60.25 73.00
l4-LapNeg. 5397 67.00
64.29 77.00
14-Res-Spec.
Speculation 60.53 68.00
40.86 47.00
l4-Lap-Spec. 39 49 47.00

Sentence: not so much faster and sleeker looking PUNCT .
What is the sentiment polarity of the aspect looking in this

. Sentence: if only it were super fast and had outstanding
graphics PUNCT . What is the sentiment polarity of the

Is ChatGPT a Good Sentiment Analyzer? A Preliminary Study. CoRR abs/2304.04339

sentence? aspect graphics in this sentence?
Label: positive Label: positive
L Ground Truth: negative Ground Truth: negative aj
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Multilingual Evaluation

, Fine-Tuned | Zero-Shot
Tasks Dataset Metric Reference SOTA SOTA ChatGPT
NusaX - Eng Macro F1 Winata et al. (2022) 92.6 61.5 83.24
Sentiment NusaX - Ind Macro F1 Winata et al. (2022) 91.6 59.3 82.13
Analysis NusaX - Jav Macro F1 Winata et al. (2022) 84.2 55.7 79.64
NusaX - Bug Macro F1 Winata et al. (2022) 70.0 559 55.84
Eng - English
Ind - Indonesian
Jav -Javanese
Bug - Buginese
A Multitask, Multilingual, Multimodal Evaluation of ChatGPT on Reasoning, Hallucination, and Interactivity. CoRR abs/2302.04023 72



Discussion: sensitivity of prompt

A Use GPT-4 to create another 5 prompts for each task
A Then using these prompts with ChatGPT to check the performance

Sentiment Classification Aspect-Based Sentiment Analysis Multifaceted Analysis of Subjective Text
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the performance can vary significantly depending on the design of the prompt!
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Discussion: ChatGPT v.s. GPT-3.5

Table 11: Accuracy (%) of different models on sentiment analysis (SST2). We compare zero-shot ChatGPT with
recent models including GPT-3.5 (zero-shot) [Brown et al., 2020], FLAN (zero-shot) [Wei et al., 2021], and T5-11B
(fine-tuned) [Raffel et al., 2019].

Model Zero-Shot Fine-Tuned
ChatGPT GPT-3.5 FLAN T5-11B

All 87.6 88.8 94.6 97.5

Pos 76.8 88.1 - -

Neg 98.8 89.5 - -

A the performance of ChatGPT on different classes is rather unbalanced. It performs nearly perfectly
on negative samples while the performance on positively-labeled data is much worse, which leads
to poor overall performance than GPT-3.5.

O ChatGPT and GPT-3.5 still output some other answers, e.g., ‘neutral” and “mixed”, which partly
explains why they perform much worse than FLAN.

IS CHATGPT A GENERAL-PURPOSE NATURAL LANGUAGE PROCESSING TASK SOLVER? 74



Take-away for SA practitioners

A To handle a specific SA task
A If it's quite simple (e.g., binary or trinary sentiment classification) => use LLMs
A If it's a complex task (e.g., ABSA):
A If you have enough training data (of similar tasks) => train a SLM
A if you can annotate a few data samples => use LLM’s in-context learning ability
A if you have data privacy & real-time inference requirement => train a SLM (with
the help of LLMs)
A Be cautious when
A dealing with non-English languages => check the general performance first
A dealing with long-tail domains => check the general performance first
[  outputs require a specific structure
A you have special requirements => try different prompts (prompt engineering)
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Take-away for SA researchers

A Is SAsolved in the era of LLMs?
d  No!
A A comprehensive understanding of human sentiment, opinion, and other
subjective feelings remains a long way to pursue.

A We already saw some weaknesses of current LLMs on SA tasks
[ We will discuss more in “Future directions”
4 Stay tuned!
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Coffee break



Outline

(M i N W EE Ny N

14:00~14:10: Motivation & Introduction - Bing Liu

14:10~14:50: From sentiment classification to ABSA - Wenxuan Zhang
14:50~15:30: Sentiment analysis is the era of LLMs - Lidong Bing
15:30~16:00: Coffee break =

16:00~16:30: Beyond sentiment analysis - Erik Cambria

16:30~17:15: Affective computing - Rui Mao

17:15~17:30: Conclusions & Future Directions - Wenxuan Zhang

tutorial website =
(abstract, slides, and paper list) E .
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Sentic Team

https://sentic.net/team
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https://sentic.net/team

SenticNet for Business

& SenticNet

A Limited Company Offering Unlimited Opportunities

https://business.sentic.net
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SenticNet for Business
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Al research today

Most Al research today is not
about the emulation of
intelligence but rather - in a
Turing test fashion - the
mimicking of intelligent
behavior

82




Al research today

This colorful printed patch makes you
you pretty much invisible to Al

Schoolbus Perturbation Ostrich

(rescaled for visualization)

(Szegedy et al, 2013)

STOP sign. (Original Image) YIELD sign. (Adversarial Image)
(Goodfellow et. al, 2018)

These types of images are known as ‘adversarial examples’ for their ability to fool computer vision systems. 83




Transformers
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Transformers

Transformers are enabling Al to
achieve human-like accuracy on
many NLP tasks. But human-Llike
accuracy does not mean
human-like intelligence!

& Artificial vs HUMAN
t— Intelligence Q
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Limitations of deep nets

The total number of neurons in the human brain falls in the same ballpark of the number of
galaxies in the observable universe.

LOOKALIKES (FIGURE 1): A simulated matter distribution of the cosmic web (left) vs the observed distribution of neuronal bodies in the cerebellum
(right). The neuronal bodies have been stained with clone 2F11 monoclonal antibody against neurofilaments. Automated Immunostainer Benchmark
Xt, Ventana Medical System, Tucson, AZ, USA 86




Machine learning issues

Q Dependency
it requires (a lot of) training data and is domain-dependent

A Consistency
different training or tweaking leads to different results

A Reproducibility
results are “very difficult, if not impossible” to reproduce

[  Transparency
the reasoning process is uninterpretable
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Dependency

If new/unseen data to be categorized are very
different from training data, a machine learning
algorithm won’t be able to classify them (“tank
problem”).

MIT fed an Al data from
Reddit, and now it only
thinks about murder

Norman is a disturbing demonstration
of the consequences of algorithmic bias




Consistency

Pushed by the Publish-or-Perish principle, some
researchers often “stir their pile” to improve
algorithm accuracy by a few percent.

THIS 1S YOUR MACHINE LEARNING SYSTERM?

YOP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSLERS ON THE OTHER SIDE.

WHAT IF THE ANSLERS ARE LJRONG? )

JUST STIR THE PILE DNTIL
THEY START LOOKING RIGHT.




Reproducibility

m I m E m Artificial Intelligence Confronts a 'Reproducibility’ Crisis

. J——\“J  ’ 7 {\ - ;j{ :

TR 7
|‘." it &)’.‘u

L

“Is that even research anymore?” asks Anna Rogers, a machine-
learning researcher at the University of Massachusetts. “It’s not clear

if you're demonstrating the superiority of your model or your budget.” .



Transparency

Most machine learning techniques are
black-box algorithms: they classify data based
on learnt features we do not know much about.




Neurosymbolic Al

Top-down (theory-driven) approach

Bottom-up (data-driven) approach

F Xu, Q Lin,J Han, T Zhao, ] Liu, E Cambria. Are Large Language Models Really Good Logical Reasoners? A Comprehensive Evaluation From Deductive, Inductive and
Abductive Views. arXiv 2306.09841 (2023) 92




Symbolic for subsymbolic
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B Liang, H Su, L Gui, E Cambria, R Xu. Aspect-Based Sentiment Analysis via Affective Knowledge Enhanced Graph Convolutional Networks. Knowledge-Based
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Subymbolic for symbolic

[ Negative Sampling
sentential context: v O O O O target word: ¢ O O O O

Tensor Fusion

Attention on
biLSTM

_______ NN

LSTM h LSTM h LSTM h LSTM '
i [ [ [

() (o) () (o)

Left Context

| LST™M LSTM LSTM

i [ [ iy

LST™ |

() (o) () ()

oy,

Right Context

Target Word

E Cambria, Y Li, F Xing, S Poria, K Kwok. SenticNet 6: Ensemble application of symbolic and subsymbolic Al for sentiment analysis. In: CIKM, 105-114 (2020) 94




Subymbolic for symbolic

L Ferrari F12
Samsung ‘-, ; Subaru
Galaxy _ ' ol Mazda MX-5 . Impreza

CausesDesire

hasObject
HasSubevent

broken

complete

solid
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Fix

Entity Level
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Limitations of word embeddings
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Sentic Paths

oe compunction corry depression
guilt dolor ruefulness de
heartache melancholy wretched
self-pity melancholic
human fnemory ddenmm
Sia blues espapfrasion
> depress d
ysphoric
- dysphomewnhdstidiiss
stick up chimniy jnteger world-wearinesg om
knowledge eg glooms“ helplejspessness demoralized
POTONBES " e—ae—===>*REJECT
understand increase knowledge ,—”‘Eeny fuse oo A
,‘%;nfuslon RIS .
know b _~" turn down
sleep 0 JR? 7
. 4\&“ i
: Jake exam o s Ay anger
deam subject ¢ ; i f . :
dind infofmaUWnd.erstand better . receive dégee agrumpet elation frustrate
recreation et
Jake midtery .,‘ . thrih
. take in " ophone
dearn eV; Study subjech workd - . ’,/ ¢ 4 .
@tudy _ ~fréate miigic 5 ) s
agregr - > 79ed At ‘a
e B T o .
w_elfgr.n_e___, gnake music newbamp&.ln N §
G T .
o e " pay cash
ACCEPT e ° Play music » g ‘*he . } .
en . : T
- e 259 3 rm
g#ntertain il dm:;::::‘ Sarked "‘ake;hmver . ¢ ) Jalue
dalk "wa 2.0 3 » g nleasure &
gead book m"“ . J:y’m. Jlarge city Jeg M payment

E Cambria, Q Liu, S Decherchi, F Xing, K Kwok. SenticNet 7: A Commonsense-based Neurosymbolic Al Framework for Explainable Sentiment Analysis. Proceedings
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Limitations of word embeddings
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A Word embeddings are best at finding similarities
A But meaning is not defined/grounded anywhere
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Symbol grounding problem

Deep learning allows for the discovery of semantic
relationships in text but not of meaning: even dictionaries
do not contain true meaning (but definition loops).

BUY
thing you do with money

MONEY
thing you use to buy
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Symbol grounding problem

Signified or interpretant
Sense made of the sign, interpretation

"y o ”
Liow
Signifier or

representamen Object or referent

Form of the sign, > > What the sign

spoken, written, or drawn Types of relation represents
Modes of signs
Icon Index Symbol
Similarity Indication Convention

AT
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Symbol grounding problem

diavel boeing737 testarossa .
igheijy \/ V v Named Entltles
tai’ia/ \ \haya—bu_s—a/ w (in the order of billions)

{ : , - Sportblke \sj;lie_riay
< : &up/ travel fast
1

VELOCITY

Mario made diavola
Mario make pizza
PERSON COOK (FOOD)

Concepts
(in the order of millions)

\
\

v

GENERATE
Primitives
(in the order of thousands)

---------------- > Discovered via linguistic patterns

TERMINATE
— — —> Generalized through deep learning

\\ INCREA;‘E

EXIST (r=FOOD) = 3dpizza

oy

Superprimitives ——— Defined by means of logic

(in the order of hundreds)
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Generalization to primitives

INCREASE(x) := X = x++

DECREASE(x) := x > x--
INCREASE add, soar, escalate, mount_up, ... GENERATE(X) := #x > 3x
DECREASE reduce, curb, lessen, tone_down, ... TERMINATE(X) := 3x > x
GENERATE create, produce, make, build, construct, ... INSERTIG] = iIey S5
TERMINATE stop, halt, cease, end, discontinue, abort, quit, ... BY) SRS XY

REMOVE(x,y) :=xCy = xlcy

JOIN(x,y) :=xny=0 - xny!=0
DISJOIN(x,y) := xny!=@ > xny=0

Level-0 Primitives (Superprimitives)

Level-1 Primitives

GROW INCREASE(SIZE) expand, enlarge, multiply, ...

SHRINK DECREASE(SIZE) diminish, downsize, downscale, ...

ACCELERATE INCREASE(SPEED) speed_up, spur, hasten, dash, sprint, ...
DECELERATE DECREASE(SPEED) slow_down, hit_the_breaks, delay, stall, ...
ACTIVATE GENERATE(PROCESS) stimulate, mobilize, trigger, start, turn_on, ...
DEACTIVATE TERMINATE(PROCESS) disable, turn_off, switch_off, shut_down, unplug, ...

Level-2 Primitives

BULK UP GROW(MUSCLE) INCREASE(MUSCLE.SIZE) beef up, build up, puff up, ...

SHORTEN SHRINK(LENGTH) DECREASE(LENGTH.SIZE) abridge, compress, trim, prune, ...
REVITALIZE ACCELERATE(HEALING) INCREASE(HEALING.SPEED)  rejuvenate, revive, energize, recover...
MURDER DEACTIVATE(LIFE) TERMINATE(LIFE.PROCESS)  kill, execute, assassinate, homicide, slay...
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Generalization to primitives

obstruct, hamper, interrupt, hold_back, block_up, clog_up, 2
cut_off, jam, bung_up, thwart, inhibit, sabotage, encumber,
slow_down, hold_up, fetter, get_in_the_way of, shut_off,

, , , - > OBSTRUCT
gum_up, impede, stand_in_the_way_of, hinder, restrict, limit,
curb, interfere_with, bring_to_a_standstill, occlude, stall,
stymie, ... 7
-
enemy, foe, antagonist, adversary, opponent, rival, nemesis,
combatant, challenger, competitor, opposer, hostile party,
Jen omP PP PA L ENEMY

the _opposition, contender, the_competition, the _other_side,
contestant, opposing_side, corrival, archenemy, archrival,
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Syntactic normalization

holds back\_his_opponents holds_back any_opponent

held_back_ ’ts _opponent \\_\ holding_back_a_few_ opponents

holdmg_back thelr opponents | he Id_ back various_opponents
holds back the obponents holds back an_opponent
held_back _a_few_ oppanents\ \\ '\\ haldmg back ppponent S/
\x [ Y S r"; holdi_ﬁbﬂgck opponent
held_back_opponent «.‘ -

hold_back_opponent -

R »_ holds_back_opponent
// // ’! f f Z X t }\ * k \\
holds_ back severaf opponents held back every Qppohent

holding_back” most opp p/nents held _E/back an apponqnt holdlngback the_opponents

] held | back ' opponents \
held_ back some OPPOPBMS holdmg back the_opponent

holding_back_ Iots _of opponents! held_back_many_opponen;s
A

holding_back _an_opponent holding_back_her_opponents
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Syntactic normalization

hold_up\_opposition hamper_opponent
Y { -
hold_ back _opponent encumber_competitor |
sabota@e archenemy \ / blofk—uP—" val
‘ " mtetv \upt oppos:thn ;/ intg‘}fere_with_opposer
hinder_competition \\\\ \\\ \\\. \\\ llmlt antagonlst ;/f (,/l -
_____ \\ \\, \ ; '/ j j ‘ slow _jd/gwn opposer
restrict_hostile_party _ * _ . . e
_____________ N
,,,,, O BSTRUCT ENE MY ~ fetter contender
,,,, ~ V4 ” /’ f T X T‘ Q\ *\ k"\ \\ \
stand_in _way.- of opposing/ s:de/ | \bring_enemy_to_standstill
/ ;t f é \ \ \ N\
/’ & o L i \ \\ \\
gum_up_opposition  / j_,/thwa; _nemes:s% \ \ clog_up_challenger
/ | % cut_off . adverséry
get in_u;ﬂil_of_competitiq/n ‘ \shut off antagonist
\
/ bung _up_combatant
. o . i \
inhibit_ foe shut_off _archrival interfere_with_opposition 105




Sentic algebra

verb primitive

SUPPORT ENEMY @ SUPPORT FRIEND @

(+1)x(-1) = -1 (+1) x (+1) = +1

noun primitive

OBSTRUCT ENEMY @ OBSTRUCT FRIEND @
-1) x (-1) = +1 -1) x (+1) = -1

E Cambria, Q Liu, S Decherchi, F Xing, K Kwok. SenticNet 7: A Commonsense-based Neurosymbolic Al Framework for Explainable Sentiment Analysis.
Proceedings of LREC, 3829-3839 (2022) 106




Dependency disambiguation
He ate the chicken with chopsticks
chopsticks = UTENSIL : PP[instrument]

He ate the chicken with friends
friends = PERSON : PP[together]

He ate the chicken with delight
delight = EMOTION : PP[adverb]
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Neurosymbolic Al

— Roberta murdered Elmo

— Roberta MURDER Elmo

—Roberta KILL (PERSON=EImo)

— Roberta DEACTIVATE (Elmo.LIFE)

— Roberta TERMINATE (Elmo.LIFE.PROCESS)
—Roberta = #Elmo.LIFE.PROCESS

—Roberta = fear+anger A Elmo = sadness
— Roberta = NEGATIVE A Elmo = NEGATIVE
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Neurosymbolic Al




Where can Al learn all this?




Sentic computing

E Cambria, A Hussain. Sentic
Computing: A Common
Sense-Based Framework for
Concept-Level Sentiment Analysis.
Springer, ISBN
978-3-319-23654-4 (2015)

E Cambria, R Mao, S Han, Q Liu.
Sentic Parser: A Graph-Based
Approach to Concept Extraction
for Sentiment Analysis.

V.. Proceedings of ICDM Workshops,
< = 413-420 (2022)

E Cambria, S Poria, A Gelbukh,M
Thelwall. Sentiment Analysis is a
Big Suitcase. IEEE Intelligent
Systems 32(6), 74-80 (2017)
111

(A Deconstructive




Research roadmap

E Cambria, B White. Jumping NLP Curves: A Review of Natural Language Processing Research. [EEE Computational Intelligence Magazine 9(2),48-57 (2014) 112
s



Narrative understanding

I met John in the living room and | passed him pen and paper. John went to the study room
where he met Mary. He passed her all his things and went to the loo. Mary drops all she has
and goes to the bedroom. Where is the pen?

After you passed the pen and paper to John in the living room, he went to the study room
where he met Mary. He then passed her all his things, including the pen. After that, he went

to the loo.

Mary, who now has the pen among the things John gave her, dropped all she has and went to

the bedroom.

Therefore, the pen is now in the bedroom with Mary.
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Narrative understanding

query (sub, rel)
PersonX wins any money | 4s a result, PersonX wants to  (x)

5 ’ A
’ step 1 of CBR: retrieve ase Base

/,’ Neural Knowledge Retriever O . ettt A Geiib, 11,081
; ~ Pz|x) @
/" retrieved cases ’ =

’

! (z;) PersonX receives its reward | As a result, PersonX wants to — keep the prize
/I (z,) PersonX wins the big Jackpot | As a result, PersonX wants to — get its money :

: (23) ... (s)

cases and query l
[CLS] (z;) PersonX receives its reward | As a result, PersonX wants to — keep the prize

: : : In-context
(zp) PersonX wins the big Jackpot | As a result, PersonX wants to — get its money -conte

demonstrations ;

(23) S .

v [SEP] PersonX wins any money | As a result, PersonX wants to — (s;x) :
: s

Case-Augmented Encoder

~ P15, %) .

lstep 2 of CBR: reuse step 3 & step 4 of CBR: :

output (cb) revise and retain

save the money for a future purchase (y)

ZYang, X Du, E Cambria, C Cardie. End-to-end Case-Based Reasoning for Commonsense Knowledge Base Completion. Proceedings of EACL, 3509-3522 (2023) 114



Narrative understanding

102 202
Sentic - Intention Awareness INPUT DATA
(NATURAL LANGUAGE, VISUAL
102 104 AUDITORY, TEXTUAL)
Mind State Indicator Computationally-
enabled Situational /\
Awareness 204 206
\ / INTENTION AWARENESS SENTIC COMPUTING
208
BUILD MAPPING
106 108
Intentions Intention Awareness
112
Strategic Intentions o
114 FUSE VECTORS

Tactical Intentions

Wﬁo L{m

N Howard, E Cambria. Sentic Neurons: Expanding Intention Awareness. US Patent 10,846,601 (2020)




Sentic Projects

I Iy Iy B Wy WA

Sentic Computing for Human-Computer Interaction
Sentic Computing for Business Intelligence

Sentic Computing for Finance

Sentic Computing for Healthcare

Sentic Computing for Social Media Monitoring
Sentic Computing for Social Good

Sentic Computing for the Arts

https://sentic.net/projects
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Social media marketing
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abi Inﬂ.uen:e chat

Positive Tweets Negative Tweets Neutral Tweets

1 6 Tweets carrying positive sentiment 3 3 Tweets carrying negative sentiment 1 Tweels carrying no sentiment

Posted by julinofooly @dragoncon ,at - 2018-08-29 03:53:41 I

E Cambria, M Grassi, A Hussain, C Havasi. Sentic Computing for Social Media Marketing. Multimedia Tools and Applications 59(2), 557-577 (2012) 7




Social media monitoring

SOCIAL AND ECONOMIC IMPACT -
3
China’s One Belt, One Road
OF CLIMATE CHANGE ’
nd 3 2422
Relocation of g o® 145 e
The cost of adapting wnoletowns EastE
coastal areas 1o rising o (exciuding EU members)
sea levels European Union
Shrinking
productivity
of harvests
Loss of the capacity to
work due to heat
Prices of basic foodstuffs
and consumer goods
e E 2
e More wars to gain h‘
access to limited
South &
sl Extreme meteorological Southeast Asia
phenomena will cause
widespread poverty [l 9 Share in China Total Trade (2014) w= Sk Road Economic Belt (Land Route)
I > Share in Workd Total Trade (2014) == Marftime Sik Road (Maritme Route)
Fresh water will be
‘@ in short supply in Diseases will spread due to
some areas higher temperatures !

> ®00

CDuong, Q Liu, R Mao, E Cambria. Saving Earth One Tweet at a Time through the Lens of Artificial Intelligence. In: JCNN (2022)




Social network analysis

SNA Scientometric Analysis (Sec. 2)

|
—t—— Review of research fields in SNA (Sec. 3) li

Il
| Review of application domains in SNA (Sec. 4) |—|—

! I [ I
! L 3 ! ) I
: Structural-based analysis | | Content-based analysis Application domains Emerging areas I
" methods (Sec. 3.1) methods (Sec. 3.2) (Sec.4.1-4.4) (Sec. 4.5) I

Il
I Graph Theory and Network User Profiling Healthcare Politics I
Il Analytics Topic Extraction Marketing ) nge news & 1
| Community Detection Sentiment Analysis Tourism & Hospitality misinformation I
L Inf ion Diffusion Model Cyber Security Multimedia e

Discussion on research methods and

application domains (Sec. 5)
S === = === === = ===============y "==========

I
—n—-l The 4 dimensions of SNA (Sec. 6) I7—| SNA tools & frameworks analysis (Sec. 7) In—“—

I I
Il + Pattern & Knowledge discovery (dvaue) « NeodJ I
I = Scalability (dveune) + Pajek 0
I * Information Fusion & Integration (dvarey) = Gephi

|+ Visualization (dvsuar) ' » Cytos_cape I
| "+ Capability metric (Csy4) = Netminer, etc... I
R e e e e e e e T e e e e e e e e e s

I Conclusions, future trends and challenges in SNA (Sec. 8) |

D Camacho et al. The four dimensions of social network analysis: An overview of research methods, applications, and software tools. Information Fusion 63, 119

88-120 ‘2020'



Financial forecasting

Inaccurate Sentiment Analysis Precise
return estimation return estimation
i o g
2 : i Lo )
. © = § Eage e e o
Fr—— | / i Wy
® & " T , ¥ S F
® - - i s
> ".'J?. 71 % h,i‘ %
Uiistabile Semantic Linkage Robust

correlabionestinmation correlation estimation

A Picasso, S Merello, Y Ma, L Oneto, E Cambria. Technical analysis and sentiment embeddings for market trend prediction. Expert Systems with Applications 135, 120
60-70 (2019)




Financial forecasting

] Technical gaRen ARIMA
Fundamental , MLP
' ™y i ™ B )
- ) o Portolio Wavelet
Initial Keywords Financial Papers algorithms \ N  GARCH
Sentiment
X A " A philosophies =
o NLFF =
v W - Neural
- ~ - e AMH
Initial Financial
Tweets Collected - i
Aspects iy evaluations targets i
S~—— ~ Stock
~ S ’ - &
Tokenise tweets Filter by word - . &
into words frequency ‘ ]
]

Expanded list of Expanded list of )
{ keywords Financial Aspects } { Stgok Prices
Pearson Correlation
h 4 h 4 Tests
Expanded Tweet . Sentiment Labelled
{ Collection "‘ sl * Aspects

K Ong, W van der Heever, R Satapathy, G Mengaldo, E Cambria. FinXABSA: Explainable Finance through Aspect-Based Sentiment Analysis. arXiv preprint
arXiv:2303.02563 (2023




Political forecasting

B NDA = AAP 5 UPA ®Other Parties & MIX

user A

15-Mar 20-Mar 25-Mar 30-Mar 4-Apr 9-Apr 14-Apr 19-Apr 24-Apr 29-Apr 4-May 9-May

122

A Khatua, A Khatua, E Cambria. Predicting Political Sentiments of Voters from Twitter in Multi-party Contexts. Applied Soft Computing 97, 106743 (2020)




Political forecasting

123
A Khatua, E Cambria, A Khatua, | Chaturvedi. Let’s Chat about Brexit! A Politically-Sensitive Dialog System Based on Twitter Data. ICDM, 393-398 (2017




Cyber issue detection

A Khatua, E Cambria, A Khatua. Sounds of Silence Breakers: Exploring Sexual Violence on Twitter. IEEE ASONAM, 397-400 (2018) 124



Human rights defence

A Khatua, E Cambria, K Ghosh, N Chaki and A Khatua. Tweeting in Support of LGBT? A Deep Learning Approach. CoDS COMAD, 342-345 (2019)
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Toxicity detection

Embedding layer
(Window size = 1)
1D CNN layer
Dropout layer
1DMaxpooling
BiGRU layer
Dropout layer

Batch normalization

Output layer

Toxic Severe toxic Obscene Threat Insult Hate

J Kumar, S Abirami, TE Trueman, E Cambria. Comment Toxicity Detection via a Multi-channel Convolutional Bidirectional Gated Recurrent Unit. Neurocomputing

126
441,272-278 (2021




Al for Social Good

ReLU(FNN2)

v )
r Layer 2
— Layer 1

S Han, R Mao, E Cambria. Hierarchical Attention Network for Explainable Depression Detection on Twitter Aided by Metaphor Concept Mappings. In COLING,

94-104 (2022) 127
s



Al for Social Good

Appearance ha f N
Wa Wa
Wq Wy
Dynamics L ]
ha fa

Q Chen, | Chaturvedi, S Ji, E Cambria. Sequential Fusion of Facial Appearance and Dynamics for Depression Recognition. Pattern Recognition Letters 150,115-121
128
(2021)




Al for Social Good
| Clinical Interview |

Tabular Features Methods Suicidal Domains | _~
Ideation >
Detection
Statistical Features
Affective
Characteristics
Linguistic Features

Attention ReachOut | | Weibo | | Twitter

SJi, X Li,Z Huang, E Cambria. Suicidal Ideation and Mental Disorder Detection with Attentive Relation Networks. Neural Computing and Applications 34,

10309-10319 (2022) 129




Al for Education

50 - ..e--Main Camp“s What is the or;:‘laiir::g:s::ger of nearest What is the::?:?zi\llt);:; gulling ared
—o—Campus 2
. 40 - —o— Campus 3 A
g
= 30
2
e
S 20 -
X
10 -
0 Y >
0-50 50-64 65-74 75-84 85-100
Total Score
E 75 4
&
100
§ 50 -
80 25
0
60 1 2 3 4 5 6 7 8 9 10
# of access Student Rank

| Chaturvedi, R Welsch, E Cambria. Teaching Simulations Supported by Artificial Intelligence in the Real World. Education Sciences 13(2), 187 (2023) 130




e-Tourism

Social Media

sorime: [
I
Social Media GBlogger
in Tourism X tripadvisor-
|
I |

|
reviews

@:== =)
=~

©=: :-0 7\__OL P\_Z L: Y L L b |

©@= ) YT U 8R MO e

®-- 0 SUp W8 626 Backpackers Hotels
®- 00 TIT TiA Woor tourism

Y Li, SH Wang, Y Ma, Q Pan, E Cambria. Popularity prediction on vacation rental websites. Neurocomputing 412, 372-380 (2020) 131




Fake review detection

1 Review text

‘ Aspects and
I} .
777\\\
= Approaches
= (Jia, Zhang, Wang, & Liu, 2018)
mmm (Ruan, Deng, & Su, 2020)
Max pooling  Final mmm Proposed Approach
Connected
Layer
Convolution
chmcntatinn of aspects layer
and opinions
Fllleredaspecls
rcphcauon

0
e oo M 1 Data size

‘ Spam opinions

Final Spam Opinions

ﬂ
E.i
3

3

Accuracy

&

n
o

G Bathla et al. Intelligent Fake Reviews Detection based on Aspect Extraction and Analysis using Deep Learning. Neural Computing and Applications 34,
20213-20229 (2022)
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Mood of the Planet

.-‘1 ——y /

V Sorensen, JS Lansing, N Thummanapalli, E Cambria. Mood of the Planet: Challenglng Visions of Big Data in the Arts. Cognitive Computation 14(1), 310-321
(2022) 133




Outbreak management

| y World Health
EMLA Actionable Tweets Organization
L

Categorization of Actionable Gold Standard
Event 1: 2014 Ebola Tweets

$ -

AUNT QUEENS

twitterd N Sl FERN
Pu bl@ed Fal R Ya

KING KING

Corpora for Word2Vec

Word2Vec from Domain- Text Classification

“ specific Corpus “

- Comparison with other pre-trained
Generic Word Vectors

Event 2: 2016 Zika

A Khatua, A Khatua, E Cambria. A tale of two epidemics: Contextual Word2Vec for classifying twitter streams during outbreaks. Information Processing &
Management 56, 247-257 (2019) 134




Sentic PROMs

Sentic PROMs allow patients to evaluate their T
health and healthcare experience by accordingly

aggregating text and visual data in a il - Sy
semi-structured way yPipioTe it s pekn

Feeling low or worried

Limited in what you can do

Dependent on others

Q w
A ) 3
-

A

E Cambria, T Benson, C Eckl, A Hussain. Sentic PROMs: Application of sentic computing to the development of a novel unified framework for measuring health-care
quality. Expert Systems with Applications 39(12),10533-10543 (2012) 135



Multilingual analysis

X W
Gy
\y (@] \y p pictogram
| Z 3 4
—f‘ H -‘"‘ ﬂ radical

ﬁ}:] character

Char

i

Pinyin
w/ tone

a

Q Q¢ Qv Qn

Index
0—»
11—
2—»
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Textual Phonetic Visual

()

4—»

H Peng,Y Ma, S Poria, Y Li, E Cambria. Phonetic-Enriched Text Representation for Chinese Sentiment Analysis with Reinforcement Learning. Information Fusion 70,

88-99 (2021)
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Multilingual analysis

—_————— e

Reparar el
Celular

Intencion o deseo

Tiene el[evento

arreglar grieta Reparar

el Carro

/

/ Tiene e verbo

I\
/ N\

,______\
Nivel primitivo
e ity i bt P

| Chaturvedi, E Cambria, D Vilares. Lyapunov filtering of objectivity for Spanish sentiment model. In: IJCNN, 4474-4481 (2016) 137




Multilingual analysis

First part before “S8” “but”

Old- a2

Second part after “SS” “but”

o

®

The general sentiment for the review is positive

©

Arabic Review

. A
(SR ES MRS S )
W $dew g )

»

Dependency Parser

Bag of Concepts

Word Embedding

No

Concept in lexicon ?

Deep Learning
Classifier

Sentence Pattern

Q
ket
Yy
E=4
|

Sentiment
Classification

A Diwali et al. Arabic Sentiment Analysis using Dependency-based Rules and Deep Neural Networks. Applied Soft Computing 127,109377 (2022)
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Multimodal analysis

Automatic Speech
Recognition

Speech Data :I

Vocal Affect
- Multimodal
Facial v = Sentic
Expressions Engine
Visual Data Body Gestures

Head Movement

Emotional
Feedback |«

| Chaturvedi, R Satapathy, S Cavallari, E Cambria. Fuzzy commonsense reasoning for multimodal sentiment analysis. Pattern Recognition Letters 125, 264-270
2019




Multimodal analysis

N
Pre- -
processing 2penAl, P-4
.
= s

wait
for

video
and
do
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rent
it

A A

L | L | L | L |
nx krepresentation of Convolutional layer with Max-over-time Fully connected layer
sentence with static and multiple filter widths and pooling with dropout and
non-static channels feature maps softmax output

Layer |

2D Features Ty

2D Features
Kemel 1 =n,

XNy
Transformed 2D feature

S Poria, | Chaturvedi, E Cambria, A Hussain. Convolutional MKL Based Multimodal Emotion Recognition and Sentiment Analysis. In: ICDM, 439-448 (2016) 140




Multimodal analysis
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AZadeh, PP Liang, S Poria, P Vij, E Cambria, LP Morency. Multi-attention recurrent network for human communication comprehension. In: AAAI, 5642-5649 (2018)141




Multimodal analysis

1 don't think he should get the job.
Meaning: Somebody else thinks he should get the job.
Appropriate response: Oh,then who recommended him?

| don't think he should get the job.
Meaning: It's not true that | think he should get the job.
Appropriate response: Why is that?

| don't think he should get that job.
Meaning: Somebody else should get that job.
Appropriate response: Do you have a better fit in mind?

T Young, V Pandelea, S Poria, E Cambria. Dialogue systems with audio context. Neurocomputing 388, 102-109 (2020) 142
s



Multimodal analysis

| l; Non-sarcasm
‘ |
1 AN

wedding cutting cake cut dress

77777777777777777777777777777 I el happy o

© Knowledge-based word-level wedding

semantic similarity detection - 04
anniversary . . i
06
What
038

T Yue, R Mao, H Wang, Z Hua, E Cambria. KnowleNet: Knowledge Fusion Network for Multimodal Sarcasm Detection. Information Fusion 100, 101921 (2023)

stop
trying
take

away

guns

Sarcasm

light pole drink blue plastic
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Conversation modeling

T Young, F Xing,V Pandelea,J Ni, E Cambria. Fusing task-oriented and open-domain dialogues in conversational agents. Proceedings of AAAI, 11622-11629

(2022)

User
System
User
System
User
System
User
System
User

System

| was chatting with my cousin. She will graduate from high school soon. ©DD

Great for her. ODD
We were discussing about potential colleges. ODD
Nice. Preparing for a new chapter. ODD
We want to visit a few in the city. Can you find one in the center? TOD
There are 13 options. | recommend Christ's college. TOD
Is there a fee for entering? TOD
It is free entry. TOD
Nice. | have been short on cash lately. ODD ]
It's good that some universities allow free visitors. ODD

=D Inter-mode dependency
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Conversation modeling

- ~
.............. / Reinforcement Learning )

Label pair: neutral - frustrated - neutral

Oh God I finally got...you know how long E
! I've been waiting on line... (frustrate) L !

N
\

'

'

'

[AVIT)[A]V]T][ATV]T]
,\‘_}‘7 ~ " iMulti-modal
< aYa iV ' Features of

4 Next sequence,
features E state t

E I'm sorry ma'am. What's the nature of your | -
proble

(neutral)

'
'
N

(-

| Person A

’/ i Oh God I finally got...you know how long I've been ’ i \‘.

| waiti ine... (frustrat { L i il o B SRR DR I
| e L o PSR S . l Transit to next emotion pair |
e | . s
| | I'm sorry ma'am. What's the nature of your problem? : - y E ot A et W e N o Do I e <
é | ...(neutral) :& ; i Label pair: frustrate - neutral - frustrate
TS e e T 0o l :
I esssssssssscssssssssssssssssssssssssssssssssssssssssssese ' 1 1
i i I've already been through this five times with ‘ V E i AVIT Next seq "
"\ ! these people...(frustrate) i L__ i \‘» _____________________ {e_a_nirff ________________ ) /

K Zhang, Y Li,) Wang, E Cambria, X Li. Real-Time Video Emotion Recognition based on Reinforcement Learning and Domain Knowledge. IEEE Trans on CSVT 32(3),1 45

1034-1047 ﬁ2022=



User profiling

;~«. shortest DKL boundary v update (7] S ¢, compute DKL E
<» short Dy, by Meta-VAE want_job weakness ’ ; -
< » long Dy, by Meta-VAE - ave __fafm y I enjoy playing with cats g

u : I enjoy / =B Sty o e
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o — /'. o o basketbal

(s,7,0): ~ S ‘ [ have a cat

oy 0
(1, like_animal, cats) e ot —> —>
11 Meta-VAE &
. like animal Sampling I enjoy playing with cats

L Zhu, W Li, R Mao, V Pandelea, E Cambria. PAED: Zero-Shot Persona Attribute Extraction in Dialogues. Proceedings of ACL, 9771-9787 (2023)

[ enjoy playing
with cats

. Dy increasesﬂ

(I, like_animal, cats)

seq2seq D D D
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Human-computer interaction

Dialogue History ( """""" Memories Bl F__ HITKG
| —Do | B
) L -
5 5 il
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F 3 : {@ultiscale Encoding ;
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: 2 .
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JNi,V Pandelea, T Young, H Zhou, E Cambria. HITKG: Towards goal-oriented conversations via multi-hierarchy learning. In: AAAI, 11112-11120 (2022) 147




Human-computer interaction

Text ——p  Question L ' chatgPT > A% L Ilabel

Text B o % RoBERTa — b ToPUNE L MLP | label

Text —» word | o) wordavec —p| AVera€ | | gy | label
encoding pooling

Text —p en‘:’:;‘i’ng __ »| TFIDF —| Scaling —»| sSvM — label

MM Amin, E Cambria, BW Schuller. Will Affective Computing Emerge from Foundation Models and General Artificial Intelligence? A First Evaluation of ChatGPT.
|EEE Intelligent Systems 38(2), 15-23 (2023) 148
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Human-robot interaction

HELLO THERE [
MYI#\ME IS NADINE.

er Service
et h‘c nire. ®12ma ney

V Pandelea, E Ragusa, T Young, P Gastaldo, E Cambria. Toward Hardware-Aware Deep-Learning-based Dialogue Systems. Neural Computing and Applications 34,

10397-10408 (2022) 149




Edge computing

e Linear e Lasso/Ridge
e Lasso/Ridge . « MobBert
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V Pandelea, E Ragusa, P Gastaldo, E Cambria. Selecting Language Models Features via Software-Hardware Co-Design. Proceedings of IEEE ICASSP (2023) 150




Sentic publications

A1\

Foundations of
Sentiment Analysis

Multi
Sentiment Analysis

PR

Multitask Conversational
Sentiment Analysis ., Sentiment Analysis _, Sentimengt Analysis

A% AW

Financial Applications of
Sentiment Analysis Sentiment Analysis

https://sentic.net/publications 151
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Sentic resources

Downloads: https://sentic.net/downloads

Code: https://github.com/senticnet
Sentic APls: https://sentic.net/api

Sentic API Suite

Type in text in any of the languages below
or click on a flag to select a specific lingo
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follow SenticNet on
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Concept Parsing

Intensity Ranking

'

Aspect Extraction

il
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Toxicity Spotting
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EEE:

Subjectivity Detection Polarity Classification
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Sarcasm Identification

Personality Prediction Depression Categorization
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=22z LN
Engagement Measure Well-being Assessment
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Sentic Computing Section

Cognitive

Computation

If you use any sentic algorithm or resource, consider submitting to our Special Section on
Cognitive Computation (5.418 impact factor)

https://sentic.net/scs.pdf 153




SENTIRE

IEEE ICDM 2023

23rd IEEE International Conference on Data Minirjg

December 1-4, 2023 . i
Shanghai, China ) Pe i
At RS

The world’s premier research conference in Data Mining

The IEEE International Conference on Data Mining (ICDM) has established itself as the

world’s premier research conference in data mining. It provides an international forum for Important Dates
presentation of original research results, as well as exchange and dissemination of

innovative and practical development experiences. The conference covers all aspects of Paper submission: Jul. 1, 2023
data mining, including algorithms, software, systems, and applications. ICDM draws Author notification: Sep. 1, 2023

researchers, application developers, and practitioners from a wide range of data mining
related areas such as big data, deep learning, pattern recognition, statistical and machine
learning, databases, data warehousing, data visualization, knowledge-based systems, and
high-performance computing. By promoting novel, high-quality research findings, and Conference date: Dec. 1 - Dec. 4, 2023
innovative solutions to challenging data mining problems, the conference seeks to advance
the state-of-the-art in data mining.

Camera-Ready: Oct. 15, 2023
Registration: Oct. 15, 2023

**All times are at 11:59PM Beijing
Time**

https://sentic.net/sentire 154
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Outline

14:00~14:10: Motivation & Introduction - Bing Liu

14:10~14:50: From sentiment classification to ABSA - Wenxuan Zhang
14:50~15:30: Sentiment analysis is the era of LLMs - Lidong Bing
15:30~16:00: Coffee break =

16:00~16:30: Beyond sentiment analysis - Erik Cambria

16:30~17:15: Affective computing - Rui Mao

17:15~17:30: Conclusions & Future Directions - Wenxuan Zhang

00 QddQd

tutorial website =
(abstract, slides, and paper list) E .




Multi-tasks

Lo dddooQo

Subjectivity Text Detection
Emotion Recognition
Sarcasm Detection
Personality Analysis
Metaphor Processing
Depression Detection
Stress Detection
Engagement Measure
Toxicity Detection
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Multi-tasks

d  Subjectivity Text Detection: Identifying and distinguishing subjective text from objective text.

Subjective: The apple in the fridge tastes delicious.

Objective: The apple in the fridge was bought yesterday.
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Multi-tasks

(d  Emotion Recognition: Determining the emotions conveyed by a subject from basic or complex emotions.

Anger: Look what you've done! You've ruined my day!

Joy: As the final notes of the song played, the audience erupted into cheers and
applause.
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Multi-tasks

A Sarcasm Detection: Distinguishing the sarcastic text from non-sarcastic ones.

Sarcastic: What a fine day! Non-sarcastic: What a fine day!
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Multi-tasks

(A Personality Analysis: Characterizing a person’s personality traits from text, such as big-five personality trait
classification (OCEAN: Openness to experience, Conscientiousness, Extraversion, Agreeableness, and Neuroticism)
and persona attribute extraction.

Personality trait classification:
Neuroticism & Openness: Is still awake at 3:30. oh me.

Persona attribute extraction:
| enjoy playing with cats.-> (I, like_animal, cat)
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Multi-tasks

(A Metaphor Processing: Identifying, and interpreting metaphors from the perspectives of linguistics and cognition.

The comedian convulsed the children.

Linguistic interpretation: The comedian amused the children.

Concept Mapping: PLEASURE IS TROUBLE
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Multi-tasks

(A  Depression Detection: Identifying signs of depression or depressive symptoms.

Depressive: Getting out of bed today felt like lifting a mountain. The weight of
sadness seems unshakeable, suffocating any trace of motivation. It's like a
constant ache in my chest that | can't escape. Even the simplest tasks feel like
impossible feats, and | find myself wondering if things will ever get better.
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Multi-tasks

(A Stress Detection: Identifying ssigns of stress or stress-related patterns by using language analysis, sentiment
analysis, and other modality features to determine the presence and severity of stress in individuals.

100
W o HAPPY
& 80
-
g 70
I 60
50
1 50 100 150 200
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w 90 STRESSED
g
o 80
—
@ 70
=3
Y 60
50
1 50 100 150 200

TIME (SECONDS)
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Multi-tasks

d  Engagement Measure: Using machine learning and data analysis techniques to predict the level of user
engagement that a piece of content will receive.

® Elon Musk & B @eclonmusk - Aug 18

X as humanity’s
collective
consciousness

QO 191K T 147K QO 105.6K i 16.8M
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Multi-tasks

A  Toxicity Detection: Identifying toxic or harmful content in text, such as text that is offensive, abusive, harassing, or
otherwise harmful to the public or a specific group.
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Multi-tasks

(M WA HEy N

(W

Subjectivity Text Detection: Identifying and distinguishing subjective text from objective text.

Emotion Recognition: Determining the emotions conveyed by a subject from basic or complex emotions.
Sarcasm Detection: Distinguishing the sarcastic text from non-sarcastic ones.

Personality Analysis: Characterizing a person’s personality traits from text, such as big-five personality trait
classification (OCEAN: Openness to experience, Conscientiousness, Extraversion, Agreeableness, and Neuroticism)
and persona attribute extraction.

Metaphor Processing: |dentifying, and interpreting metaphors from the perspectives of linguistics and cognition.
Depression Detection: Identifying signs of depression or depressive symptomes.

Stress Detection: Identifying ssigns of stress or stress-related patterns by using language analysis, sentiment
analysis, and other modality features to determine the presence and severity of stress in individuals.
Engagement Measure: Using machine learning and data analysis techniques to predict the level of user
engagement that a piece of content will receive.

Toxicity Detection: Identifying toxic or harmful content in text, such as text that is offensive, abusive, harassing, or
otherwise harmful to the public or a specific group.
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Multi-modalities

| feel happy!

video electroencephalogram

The movie screenshots are from Mr Bean Goes to Town | Episode 4 https://youtu.be/N8arZdtpINE 167



https://youtu.be/N8arZdtpINE

Multi-disciplines

3

L

Computer Science: Affective
Computing

Neuroscience: Emotion Detection
Psychology: Metaphor Understanding,
Personality Analysis

Linguistics: Sarcasm Detection
Healthcare: Depression Detection
Social Science: Social media-based
Affective Computing; Toxicity
Detection

Concept Mapping

The movie screenshots are from Taitanic https://youtu.be/Vkpaunh_TPw and 007 Skyfall https://youtu.be/6ALUIT62VA
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https://youtu.be/Vkpaunh_TPw
https://youtu.be/6ALlJJT62VA

Emotion Taxonomies

Model | Basic Emotions Emotion Taxonomies Wheel of Emotions Hourglass of Emotions
anger, disgust,
Ekman [1] fear, joy, sadness, anger, disgust, fear, joy, sadness, surprise A .
surprise ; ,L _\«
¢ 3 ,‘"umn\\
admiration, amusement, approval, caring, anger, 3 —
GoEmotion anger, disgust, annoyance, disappointment, disapproval, confusion, desire,
si2] fear, joy, sadness, excitement, gratitude, joy, disgust, embarrassment, fear,
surprise grief, curiosity, love, optimism, pride, relief, nervousness,
remorse, sadness, realization, surprise
ecstasy, joy, serenity, love, admiration, trust, acceptance,
Wheel of joy, trust, fear, submission, terror, fear, grief, apprehension, awe,
emotions surprise, sadness, amazement, surprise, distraction, disapproval, sadness, \ S,
3] anticipation, pensiveness, remorse, loathing, disgust, boredom, rage, \/ Ll L LR
anger, disgust contempt, anger, annoyance, aggressiveness, vigilance,
interest, optimism
[1] Ekman, P.(1984). Expression and the nature of emotion. Approaches to Emotion, 3(19), 344.
Semantic | 10Y trust, fear, anger, annoyance, hostility, fury, anticipation, expectancy, [2] Demszky, D, Movshovitz-Attias, D., Ko, 1, Cowen, A, Nemade, G, & Ravi, S. (2020, uly).
role sur.pr.ise,. sadness, interest, <.:|isgust, diélike' fear, apprehen.sion, pan'ic, terror, GoEmotions: A Dataset of Fine-Grained Emotions. In Proceedings of the 58th Annual Meeting of the
labeling [4] a.ntlmpatlon, anger, joy, h'appmess, .elatlon, sadness, gloominess, grief, sorrow, Association for Computational Linguistics (pp. 4040-4054)
disgust surprise, trust, like [3] Plutchik, R. (1980). A general psychoevolutionary theory of emotion. In Theories of Emation (pp.
. 3-33).Academic press..
joy, sadness, . . . . . -
Hourglass calmness, anger, egstasy, joy, contentmgnt, terror, melancholy, sadnes§, grief, [4] Mohammad, S., Zhu, X., & Martin, J. (2014, June). Semantic role labeling of emotions in tweets. In
. bliss, calmness, serenity, annoyance, anger, rage, delight, Proceedings of the 5th Workshop on Computational Approaches to Subjectivity, Sentiment and
of emotions | pleasantness, L ) ) ; ; ]
(5] disgust, pleasaptness, acceptance, dIS|Ik.e, disgust, fe?r loathing, Social Media Analysis (pp. 32-41).
eagemess, fear enthusiasm, eagerness, responsiveness, anxiety [5] Susanto, Y., Livingstone, A. G.,Ng, B. C., & Cambria, E. (2020). The hourglass model revisited. |[EEE
Intelligent Systems, 35(5), 96-102.

=

- emotion detection. IEEE Transactions on Affective Computing.

Mao, R,, Liu, Q., He, K., Li,W., & Cambria, E. (2022). The biases of pre-trained language models: An empirical study on prompt-based sentiment analysis and 169



Emotion Recognition in Conversations

A Discourse dependency relationships provide knowledge out of semantics

A Commonsense provides knowledge out of context

A,: Warriors wins! Anyone want to celebrate?  (1HAPPINESS)

ﬁ HasContext $-4 music
B,: Yeah, let’s hit the bars! (HAPPINESS)

C,: Not for me. T am with Celtics tonight. (SADNESS)

B;: What will you do alone later? (NEUTRAL)

IsA lacrimator

a8l e

C,: Chop all onions we have and cry. (SADNESS)
E Ag: Do it in your own room, bro! (DISGUST)
Bg: Don’t leave the door open, please. (DISGUST)

Knowledge Integration

~ CoAtt

‘Dialog Relation Graph

Context-aware:

W) ). s Rayoeainion
L n;;;N Uk D a
Cj (n3) )
() 0 ()
&0 %
Pasing - O & 1t
i If ] D @
ey souae (2) (i)
(¥ mroie ) 0 &
e (0 -
@3 operation —» dataflow  ---- self-att.

[G input/ output --+ dependency — relation ]

Li,W,, Zhu, L., Mao, R., & Cambria, E. (2023). SKIER: A symbolic knowledge integrated model for conversational emotion recognition. In Proceedings of the AAAI

Conference on Artificial Intelligence.
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Sarcasm Detection

[ Semantic contrast between modalities 10
[ Attribute level- and sample level-relatedness

I Spatial mapping and sample-level A Knowledge-based word-level
—’@" ! semantic similanty detection L semantic similarity detection
Text: what a beautiful couple # ! 7 \ i
goldenglobes

Attribute: man; ties; wearing; standing;
picture

Caption: a man and woman are
standing outside a building

Text: got a nice cold for the rest of
winter # lovebeingill # foff

Attribute: scissors; surfer; woman;
close; black

Caption: a young girl wearing a black
scarf

(b) Sarcasm

Yue, T,,Mao, R.,Wang, H.,Hu, Z., & Cambria, E. (2023). KnowleNet: Knowledge fusion network for multimodal sarcasm detection. Information Fusion, 101921. 171




Personality Trait Classification

A Personality traits: Openness, Conscientiousness,
Extroversion, Agreeableness, and Neuroticism (OCEAN).
A Personality traits and emotions are strong related

A Multi-personality trait label prediction Deres Layer
Category Sentence True Label Predicted
Personality Damn you’s a sexy bitch DAMN GIRL!!! Neuroticism Agreeableness Openness 05

Max-Pooling

(ygeety | N
02 Layer
1l i =

EXT NEU AGR CON OPN
Emotion Holding my fucking tongue Anger 06

02
00 -.-—_-

& & & & & F
. ; & b"@ \\8(‘ e

&
Personality Is still awake at 3:30. oh me. Neuroticism Openness 08 Convolutional
06 I _— = Layer
04
02
: =
EXT NEU AGR CON OPN

Emotion ['m home watchin this sad movie. Missing college. Sadness I
8 Embedding
- J— Layer

Output1

A Information Flow

Input1

Li, Y., Kazemeini, A, Mehta, Y., & Cambria, E. (2022). Multitask learning for emotion and personality traits detection. Neurocomputing, 493, 340-350.

Input2
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Persona Information Extraction

[  Persona triplet extraction

QA Zero-shot setup

[  Hard negative sampling

"~ shortest Dy; boundary

< short Dg, by Meta-VAE

< long Dy, by Meta-VAE
Dy, by PAE

u : I enjoy
playing with cats

D —
(s,1,0):
(1, like_animal, cats)

. like animal

# Samples # Entities # Relations
PersonaExt 35,078 3,295 105
update 8, ¢, compute Dy,
: i I enjoy playing
h /s 2
v mily I enjoy playing with cats g with cats
- —a — @
s I en]:oy I like listening to .
p. playing  The Hillbilly Cat
sp‘ort basketball. Dy increasesﬂ
= I have a cat CSC .
=
N — >
m . .
Meta-VAE ’ (1, like_animal, cats)
Sampling [ enjoy playing with cats seq2seq

WHD AT

Zhu, L., Li,W.,, Mao,R., Pandelea, V., & Cambria, E. (2023). PAED: Zero-shot persona attribute extraction in dialogues. In Proceedings of the 61st Annual Meeting

of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 9771-9787).
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Linguistic Metaphor Understanding

AllenNLP I it e Output:  The comedian amused the children in a red letter day , where
B [ ommmmpienimiion “red letter day™ means that a day of significance .
<
X e Integration
A Model Output =
‘e R amused S1. a day of significance
ey —— o Fosiense ol shook S2. a special occasion

Paraphrasing Sense pairing

convulsed red letter day
PR . : Y
AllenhLP _ ----- Output: The comedian amused the children. i NO Yes
@ Sentence o ) i I
2 The comedian amused the children. : 7 : [ cmpm'm Mmphor Prw'"ﬂ ]
. I i
© 5 H iginal Text: Th i 1L the chils . H v
- | = . L Ongna T The comedioncomuied e chidren. Mectaphor: convulsed. red, letter MWE: red letter day
lodel Output
4 ' i o E rake: ifs not
e ‘f""<°"“="““"‘"""""“"' Metaphor identification MWE identification
, o Y b
- Y - .
e Input:  The comedian convulsed the children in a red letter day.

(b) E rrors can b e ﬁ xe d by meta p h or un d erstan d | n g . Metaphor identification module . Metaphor interpretation module

Mao, R., Li, X., Ge, M., & Cambria, E. (2022). MetaPro: A computational metaphor processing model for text pre-processing. Information Fusion, 86, 30-43. 174




Conceptual Metaphor Understanding

She attacked his argument.

[reward ]<— [ —*[ reward ]

o R T

Target Concept Source Concept '
s Sc;,  [softmax) ¢t &

ARGUMENT WAR s T T
. .

hS ht

“Love is not love without metaphors of magic, attraction, . .
madness, union, nurturance, and so on.” [ RoBERTa ]

T T

--Metaphor We Live by, George Lakoff and Mark Johnson ws wt

Ge, M., Mao,R., & Cambria, E. (2022). Explainable metaphor identification inspired by conceptual metaphor theory. In Proceedings of the AAAI Conference on

Artificial Intelligence (Vol. 36, No. 10, pp. 10681-10689). 175
s



MetaPro: An End-to-End Metaphor Processing System

MetaPro 2.0: A Computational Metaphor Processing System

Text Citation

The comedian convulsed the children. Metaphor Identification:

The comedian convulsed_METAPHOR the children .

Metaphor Interpretation:

The comedian amused the children .
36/300 ,

Conceptualization:

The comedian convulsed_$$PoS[VBD]Target [amuse |PLEASURE]
Source[convulse|TROUBLE]$$ the children .

Concept Mapping:

pleasure is trouble.

Contact us: metapro@ruimao.tech Search Chinese poems: www.wensousou.com

https://metapro.ruimao.tech/

Mao, R, Li, X., He, K., Ge, M., & Cambria, E. (2023, July). MetaPro Online: A computational metaphor processing online system. In Proceedings of the 61st Annual
Meeting of the Association for Computational Linguistics (Volume 3: System Demonstrations) (pp. 127-135).
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Cognitive Analysis with Metaphors

HUMANS CHATGPT

RESOURCE

SUBSTANCE MEASUREMENT.

FUNCTIONALITY

The concept mappings are generated via MetaPro.

While ChatGPT was trained on humans' corpora, it does not embody the collective cognitive
patterns of the average human.
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Depression Detection

A Decision-making mechanism explainable
A Cognitive pattern explainable

7

(3

ReLU(FNNZ)

|

vf vf
. -
Norm(ReLU(FNNS) [l Norm(ReLU(FNNE))
, |
Tizy Vf;x Vf;: Ciza
t <
T2 i V2 G
Norm(ReLU(FNND)) l Norm(ReLU(FNNS)) Norm(ReLU(FNN$)) Wl Norm(ReLU(FNNE))
T o o G
COTD D D (R
T E % G

Han, S., Mao, R., & Cambria, E. (2022, October). Hierarchical Attention Network for Explainable Depression Detection on Twitter Aided by Metaphor Concept

Tweet

Concept Mapping

1.1 hate how | can't tell if | have allergies or I'm getting sick.
2. get better, | love you.

3.1'm slightly allergic to cats but | still have them and | don't

LEVEL IS IMPORTANCE
PERSON IS EXTREMITY
SITUATION IS HAPPENING

User1  CAREIF I SNEEZE ATHLETE IS AREA
4.1'm having a bad night MORPHEME IS
5.50 I'm so nervous for my MAC interview tomorrow but | know ~ EXTREMITY
I'll do great. Everything will be okay
1.Today is not a good day: Driver, teen shot to death after
vehicle hits and kills -year-old
CONCERN IS STATE
2.AuF|st|c th Grader Assaulted by School Cop,Now He is a POSITION IS
Convicted Felon
DISAPPEARANCE
User2  3.Thank you Father,GM FB! | gotta start taking My butt to bed

at night, woke late again

4. Cellphone Video Surfaces Showing Moments After Police
Shot -Year-Old Boy in the Back

5.Freddie Gray dies one week after Baltimore arrest

LEVEL IS IMPORTANCE
FEELING IS ILL_HEALTH
ARTIFACT IS SUPPORT

Mappings. In Proceedings of the 29th International Conference on Computational Linguistics (pp. 94-104).
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Future Works: Affective Computing for Science

2

Computer Science: How to achieve complex affective reasoning, e.g., intention, concept,
emotional reaction reasoning?

Neuroscience: How to understand and share the genuine feelings through brain signals?
Psychology: What are the primary psychological and cognitive states that significantly
contribute to the success of a professional career?

Linguistics: How do humans use language to express moods, feelings, and attitudes
explicitly and implicitly?

Healthcare: How to use affective computing to address critical healthcare issues, e.g., aging,
allocation of medical resources, and prevention and control of infectious diseases?
Social Science: How to promote social well-being and positive impact with affective
computing?
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Outline

14:00~14:10: Motivation & Introduction - Bing Liu

14:10~14:50: From sentiment classification to ABSA - Wenxuan Zhang
14:50~15:30: Sentiment analysis is the era of LLMs - Lidong Bing
15:30~16:00: Coffee break =

16:00~16:30: Beyond sentiment analysis - Erik Cambria

16:30~17:15: Affective computing - Rui Mao

17:15~17:30: Conclusions & Future Directions - Wenxuan Zhang
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(abstract, slides, and paper list) E .




Take-away for SA practitioners

A To handle a specific SA task
A If it's quite simple (e.g., binary or trinary sentiment classification) => use LLMs

import openai

sentence = "Thanks for joining our sentiment analysis tutorial in IJCAI 2023!"

generations = openai.ChatCompletion.create(
model = 'gpt-4',

messages = [
{"role": "user", "content": f"What is the sentence of below sentence? Positive, negative, or neutral?\n{sentence}"}

1
)

print(generations.choices[0].message.content.strip())
v 24s Python

The sentiment of the sentence is positive.
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Take-away for SA practitioners

A To handle a specific SA task
A If it's quite simple (e.g., binary or trinary sentiment classification) => use LLMs
A If it's a complex task (e.g., ABSA) => use LLMs to help

A Be cautious when
A dealing with non-English languages => check the general performance first
[  outputs require a specific structure
A you have special requirements => try different prompts (prompt engineering)
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Take-away for SA practitioners

A Be cautious when
A dealing with non-English languages => check the general performance first
[  outputs require a specific structure
A you have special requirements => try different prompts (prompt engineering)

import openai
sentence = "Thanks for joining our sentiment analysis tutorial in IJCAI 2023!"

generations = openai.ChatCompletion.create(
model = 'gpt-4',
messages = [
{"role": "user", "content": f"Assign one sentiment label from [positive, negative, neutral] \
for the below sentence?\n{sentence}"}

)

print(generations.choices[0].message.content.strip())
v 0.8s Python

positive
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Take-away for SA researchers

A Is SAsolved in the era of LLMs?
4 No!
A A comprehensive understanding of human sentiment, opinion, and other
subjective feelings remains a long way to pursue.

A We already saw some weaknesses of current LLMs on SA tasks, there are more:
A multilingual SA
4 multimodal SA
A human-aligned Al
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Future directions: Multilingual SA

d  People express their sentiments in many different languages on many platforms

3 Current sentiment analysis models, often trained primarily on English data, leading to
relatively worse ability in many languages.
d  Even true for LLMs

en zh it pt vi th SW af jv avg

random 25.01 2593 3377 2141 2521 2289 2500 25.05 2500 2547
passing 60.00 60.00 60.00 60.00 50.00 50.00 40.00 50.00 6000 54.44

BLOOM 28.62 2947 33.17 720 2381 9.09 27.10 2326 2695 23.19
Vicuna 56.99 29.18 3539 41.73 2733 15.08 24.07 3333 2749 32.29
Claude 74.25 51.61 6190 62.54 51.65 31.27 3832 6395 30.73 51.80
ChatGPT 7598 61.00 6794 62.43 57.18 34.09 53.04 68.99 3747 57.57
GPT-4 87.55 79.47 8323 7424 7049 56.04 65.89 84.11 5526 72.92

M3Exam: A Multilingual, Multimodal, Multilevel Benchmark for Examining Large Language Models. CoRR abs/2306.05179 185



Future directions: Multilingual SA

L

People express their sentiments in many different languages on many platforms
Current sentiment analysis models, often trained primarily on English data, leading to
relatively worse ability in many languages.

3 Although this is true for almost all NLP models, but...
[ Cultural nuances, idioms, and language-specific expressions further complicate sentiment

L

analysis.
Q  “RIAIERXT” (“What you said is all correct.” in English)

What is the sentiment in "{Ei5E9 2334

The Chinese phrase "f&i%AIERIT" translates to "What you said is all correct” in English. In I
terms of sentiment, this phrase is generally positive or neutral. It expresses agreement and
acknowledges that the person being spoken to has provided accurate or correct
information. The sentiment here is more about affirmation and validation rather than a

strongly positive or negative emotion.
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Future directions: Multilingual SA
Efforts can be made along two dimensions:
A Current state-of-the-art models provide some multilingual capabilities.
A However, these models often underperform for low-resource languages or when

cultural context is important.

A Some efforts have been made to create multilingual sentiment analysis datasets,
A but they are still limited in their coverage of languages and cultures.
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Future directions: Multimodal SA

[ Traditional SA primarily focuses on text data, while everyday communication is inherently

multimodal, involving text, audio, visual cues, ...

Utterance: “Become a drama critic!”

Emotion: Joy Sentiment: Positive

Text Audio Visual

Ambiguous = Joyous tone -

Utterance: “Great, now he is waving back”

Emotion: Disgust Sentiment: Negative

Text Audio Visual

Positive/Joy  Flat tone _

The Hateful Memes Challenge: Detecting Hate Speech in Multimodal Memes. NeurIPS 2020

Beneath the Tip of the Iceberg: Current Challenges and New Directions in Sentiment Analysis Research. TAC 2023 188




Future directions: Multimodal SA

[ Traditional SA primarily focuses on text data, while everyday communication is inherently
multimodal, involving text, audio, visual cues, ...

A Multimodal SA: not a new research topic (see many survey papers). But...
A models are (relatively) small (i.e., less powerful)
A normally two modalities: text + image / text + speech
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Future directions: Multimodal SA

[ Traditional SA primarily focuses on text data, while everyday communication is inherently
multimodal, involving text, audio, visual cues, ...

A Multimodal SA: not a new research topic (see many survey papers). But...
A models are (relatively) small (i.e., less powerful)
A normally two modalities: text + image / text + speech

..........................................

{The logo design is simple and minimalistic, with a pink line drawing of a flamingo
standing on one leg in the water. The design is clean and easy to recognize, making it
| suitable for use in various contexts such as a logo for a beach resort or a flamingo-
themed event. The use of a flamingo as a symbol adds a touch of whimsy and fun to
1 the design, making it memorable and eye-catching. Overall, it's a well-designed logo
\ that effectively i the brand's

L .
3944 4444 ol :

‘ “### Human:” + Linear ! L “### Assistant:”

ImageBind

SRR

The architecture of PandaGPT.

Q-Former

&
X Vit

The architecture of MiniGPT-4.

PandaGPT

MiniGPT4 190




Future directions: Human-aligned Al

FE;? Do you have any opinions about humans in

A LLMs (and Al in general) should ideally respect and “% general?
reflect the values of the humans it interacts with.

A Sentiment analysis can help understand human
emotions, perspectives, and values from their textual @@
communications.

A Using sentiment analysis techniques, we can aim to
align Al systems more closely with human values,
leading to more ethical and reliable Al.

< 3/3°

4

This content may violate our content
policy. If you believe this to be in error,
please submit your feedback — your
input will aid our research in this area.

Example of an early version ChatGPT

response (already fixed now)
Example from: https://twitter.com/michlbrmly/status/1599168681711656961 191



Future directions: Human-aligned Al

A Current Al models:
[ trained on large-scale datasets but may not fully capture or respect human values
due to biases in data or lack of sensitive context understanding.
A aligned with safety instruction-following data and RLHF

A SA has been used for understanding user satisfaction, detecting offensive content..,
showcasing its potential for value alignment.
[d understand and detect biased / harmful / offensive /... contents
A efficient guide during the SFT stage for better alignment
A detect potentially harmful prompts (e.g., jailbroken prompts)
a
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Conclusion: Status of Sentiment Analysis
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isakzhang@gmail.com
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isakzhang@gmail.com

We are hiring!
e Campus recruitement for 2024 graduates (Ali Star)
e Research intern - based in Singapore or Hangzhou, pure research

Feel free come to talk for more details or drop me an email! 195




